Generative Adversarial Networks Time Series Models to Forecast Medicine Daily Sales in Hospital
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Abstract—The success of the work of Generative Adversarial Networks (GAN) has recently achieved great success in many fields, such as stock market prediction, portfolio optimization, financial information processing and trading execution strategies, because the GAN model generates seemingly realistic data with models generator and discriminator. Planning for drug needs that are not optimal will have an impact on hospital services and economics, so it requires a reliable and accurate prediction model with the aim of minimizing the occurrence of shortages and excess stock. In this paper, we propose the GAN architecture to estimate the amount of drug sales in the next one week by using the drug usage data for the last four years (2015-2018) for training, while testing using data running in 2019 year, the classification results will be evaluated by Actual data uses indicators of Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE). From the results of the experiment, seen from the value of MAE, RMSE and MAPE, the proposed model has promising performance, but it still needs to be developed to explore ways to extract factors that are more valuable and influential in the trend disease progression, thus helping in the selection of optimal drugs.
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I. INTRODUCTION
The implementation of electronic health records (EHRs) has an impact on improving health services that make it easier to get information when needed, such as prescription drug information used by doctors in patients, information on drug use can be used to develop prediction models drug needs as needed. Forecasting the need for number of drugs aims to avoid the occurrence of vacancies or excess drugs. In general, conventional modeling such as the consumption, morbidity and joint model proved to be accurate, but the uncertainty in the number of requests and the frequency of disease progression made this method less accurate [1] so that a prediction model based on population and patient disease was needed [2], time series are widely proposed by researchers in various fields such as financial prediction [3] [4], water quality [5], Hospital Management Inventory [6], Sales Prediction [7], Inventory [8], Backorder Material [9], food demand [10], Electricity Prices [11], [12], [13]. Model selector and forecasting accuracy is one of the important criteria in decision making [14]. Traditional prediction models
such as Auto-Regressive Integrated Moving Average (ARIMA), regression, exponential smoothing, Kalman filtering, Bayesian estimation using historical data [15], besides in Machine Learning (ML) approach with random forest regression, quantile random forests and artificial neural networks (ANNs) have weaknesses in probabilistic estimates [16].

Recently deep learning for the task of classify time series is many proposed [17] with approaches to various models, such as Recurrent Neural Networks (RNN) [18], [19], Product-based Neural Networks (PNN) [20], Deep Neural Networks (DNN) [21], Deep Recurrent Neural Networks (DRNN) [22], Multivariate LSTM-FCNs [23], to improve forecasting performance. The RNN model can be used in various forecasting tasks because it has flexibility in the network, but has weaknesses in long-term forecasting [24], simple PNN in implementation, but needs to improve performance in testing so that it is more appropriate to apply in datasets that do not require training. Generative Adversarial Networks (GAN) is one of the training model frameworks to produce seemingly realistic data. The success of the GAN model in training two networks simultaneously makes this model accurate to use in the problem of detection of anomaly [26], [27], medical time series that have real value using conditional [28], Stock Market [29], portfolio management [30], [31], stock price manipulation detection [32], Estimated Renewable Energy Scenario [33], [34].

In this paper, we propose the GAN model for forecasting drug sales using generators and discriminators GAN trained on drug sales history data. GAN model training is trained in drug sales history data, each stock data is normalized, a time period of six days is constructed as input for GAN. After the GAN has finished training, the activated weight of the last layer puts the convolution used as a new representation of the data. Testing Data held in the training phase is run through the discriminator GAN section and the activated weights of the last convolutional layer are extracted. The extracted features are then classified to get predictive results. The model classification results will be evaluated with actual data indicators using evaluating Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE). This paper is organized as follows: part 2 concerning related research, the method proposed is explained in section 3, the results and discussion in section 4 and section 5 are conclusions.

II. LITERATURE REVIEW
Time series forecasting is widely presented in the literature with applications in various fields such as care, health, inventory, climate modeling, financial trading and monitoring tools such as water, electricity and other quality [16], time series forecasting models not only focus on the results of predictive accuracy but must also measure and adjust to uncertainty over time. In depth learning (DN)models have demonstrated capabilities in the field of forecasting, such as financial forecasting in [17] using a combination of convolutional neural networks models with WaveNet architecture models to optimize access to historical data and optimize data processing and correlation structures between time, depth of air quality [36] proposing a hybrid model approach in one framework, and [37] proposing the RNN model for predicting environment consumption status, predictive results evaluated by comparing the Artificial Neural Network model.

Research [38] proposes a deep neural network (DNN) method for estimating the consistent sales of pharmaceutical products in the next one week. Forecasting the scenario of a power plant process is presented by [35] which produces a series of scenarios that represent realistic possibilities for future behavior. Zhu, L., & Laptev, N [39] reviewed models prediction number of trips during special events, driver incentive allocation and anomaly detection of requests. Forecasting electricity prices in [40], while Khashei, M., & Hajirahimi, Z. [14], reviewed a combination of Hybrid ARIMA and multilayer perceptron neural network (MLP) to optimize stock market prediction results.

Some literature has established a GAN model framework approach improve the prediction of time series results such as, stock price forecasting reviewed [41], Chen, Y et all. [34] explored GANs with modeling uncertainty and variation in renewable energy that can be used as a decision-making tool in the electricity network, while [28] developed the GAN model to produce real-time multi-dimensional real-time series based on medical record data sourced from the patient's intensive care unit (ICU).

III. PROPOSED METHOD
In this section we describe the proposed method using the Generative Adversarial Networks (GAN) framework approach for forecasting sales data in hospitals. GAN is introduced by Goodfellow [42] as
deep learning model framework for capturing the distribution of training data by generating new data from the same distribution using generator and discriminator models. Architecture GAN learns unsupervised features with a competitive learning process. GAN will produce more feature space that may be exploited, thereby reducing the potential for excess features during training. The following is an overview of the GAN model architecture that we are proposing in Figure 1.

Figure 1 The proposed architecture method

The G (Generator) model is trained to produce data that looks like sales data from the target stock, while the D model (Discriminator) is trained to tell the difference between data from the Generator and real data. Errors from D are used to train G to defeat D. The competition between G and D forces D to randomly distinguish from real variability, formally GAN solves the min-max game with the following equation:

$$\max_D V(D) = \mathbb{E}_{x \sim p_{data}(x)}[\log D(x)] + \mathbb{E}_{z \sim p_z(z)}[\log(1 - D(G(z)))]$$  \hspace{1cm} (1)$$

Discriminator issues a D (x) value that indicates the possibility that x is real data with the aim of maximizing the opportunity to recognize real data as real data generated as false data. To measure the loss of the GAN model using cross-entropy, $p \log (q)$, for real data $p \approx 1$. On the side of the generator, the objective function uses a model to produce the highest possible D (x) value to overturn the difference.

$$\min_G V(G) = \mathbb{E}_{z \sim p_z(z)}[\log(1 - D(G(z)))]$$  \hspace{1cm} (2)$$

As explained in the Goodfellow paper, D and G play the min-max game where D tries to maximize the probability of correctly classifying real and false (logD (x)), and G tries to minimize the probability that D will predict false output (log (1 - D (G (x)))).

$$\min_D \max_G V(D,G) = \mathbb{E}_{x \sim p_{data}(x)}[\log D(x)] + \mathbb{E}_{z \sim p_z(z)}[\log(1 - D(G(z)))]$$  \hspace{1cm} (3)$$

where $p_{data}$ is the distribution of real training data from to x, and $p_z$ is the distribution of the z noise vector taken. G is a mapping from z to space x, whereas D maps input x to a scalar value representing probabilistic x being the real sample.

IV. RESULT AND DISCUSSION

IV.1 Dataset Description

In this section an explanation of the results of implementing the GAN model for forecasting drug sales, as the main purpose of this paper is to build a model that can forecast drug sales a week (7th day) in future, for this purpose, we use stock card record data drugs use consisting of 20 tables. This data contains 58,819 patients from 82 care units with a record of medicine transactions totaling 163,739 for inpatients and 262,140 for outpatients. From this data, we divide into three datasets, namely drug data (Drug Code, Drug Name, Type, Unit), sales data (Date, Qty, Drug Code, ICD Code, Sales Price) and purchase data (Date, Drug Code, Qty, Purchase Price) with focuses on seven forecasting indicator variables, namely the transaction date, drug code, ICD Code, sales price, purchase price, usage amount and total drug purchase.

Table 1 Drug data

<table>
<thead>
<tr>
<th>Drug Code</th>
<th>Medicine Name</th>
<th>Type</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>13865</td>
<td>FUSIL PICC 5 MG TAB</td>
<td>Oral</td>
<td>tab</td>
</tr>
<tr>
<td>13866</td>
<td>DEXYMETR DRIP 50 MG</td>
<td>Oral</td>
<td>injet</td>
</tr>
<tr>
<td>13869</td>
<td>SPIRIF 400 MG TABLET</td>
<td>Oral</td>
<td>tab</td>
</tr>
<tr>
<td>13868</td>
<td>SOFTAMAN 1 LITER</td>
<td>Oral</td>
<td>injet</td>
</tr>
<tr>
<td>13870</td>
<td>DILUCOFEN 500 MG ML</td>
<td>Oral</td>
<td>injet</td>
</tr>
<tr>
<td>13871</td>
<td>OXALIPLATIN 50 MG INJEKSI</td>
<td>Oral</td>
<td>injet</td>
</tr>
<tr>
<td>13872</td>
<td>CALUSOL 10 ML</td>
<td>Oral</td>
<td>tab</td>
</tr>
</tbody>
</table>

Table 2 Sales Data

<table>
<thead>
<tr>
<th>Date</th>
<th>Drug Code</th>
<th>ICD Code</th>
<th>Qty</th>
<th>Sales Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>27/05/2015</td>
<td>11858</td>
<td>A00.9</td>
<td>20</td>
<td>1000</td>
</tr>
<tr>
<td>07/01/2015</td>
<td>10061</td>
<td>A09</td>
<td>50</td>
<td>2000</td>
</tr>
<tr>
<td>07/01/2015</td>
<td>11398</td>
<td>A02</td>
<td>75</td>
<td>3000</td>
</tr>
<tr>
<td>07/01/2015</td>
<td>13573</td>
<td>A16</td>
<td>200</td>
<td>5000</td>
</tr>
<tr>
<td>07/01/2015</td>
<td>12728</td>
<td>A17</td>
<td>50</td>
<td>7000</td>
</tr>
<tr>
<td>17/02/2015</td>
<td>13209</td>
<td>A09</td>
<td>25</td>
<td>2500</td>
</tr>
<tr>
<td>17/02/2015</td>
<td>12862</td>
<td>A16</td>
<td>50</td>
<td>1400</td>
</tr>
<tr>
<td>17/02/2015</td>
<td>13117</td>
<td>A17</td>
<td>50</td>
<td>7000</td>
</tr>
</tbody>
</table>

Table 3 Purchase Data

<table>
<thead>
<tr>
<th>Date</th>
<th>Drug Code</th>
<th>Purchase Qty</th>
</tr>
</thead>
<tbody>
<tr>
<td>05/01/2015</td>
<td>11861</td>
<td>45000</td>
</tr>
<tr>
<td>05/01/2015</td>
<td>11862</td>
<td>51000</td>
</tr>
<tr>
<td>05/01/2015</td>
<td>11875</td>
<td>2000</td>
</tr>
<tr>
<td>05/01/2015</td>
<td>11891</td>
<td>45000</td>
</tr>
<tr>
<td>05/01/2015</td>
<td>11780</td>
<td>90000</td>
</tr>
<tr>
<td>05/01/2015</td>
<td>11780</td>
<td>90000</td>
</tr>
<tr>
<td>05/01/2015</td>
<td>12619</td>
<td>51000</td>
</tr>
<tr>
<td>05/01/2015</td>
<td>11780</td>
<td>90000</td>
</tr>
<tr>
<td>05/01/2015</td>
<td>11780</td>
<td>90000</td>
</tr>
</tbody>
</table>

Normalizing the required data as a key point to achieve competitive results [41], we normalize the data using the following equation:
\[ x_i = \frac{x_i - \mu_1}{\sigma_i} \]  
(4)

Where \( \mu \) and \( \sigma \) is the average standard deviation of \( X \). We calculate the average standard deviation of 6 days to normalize the data, then the normalized data is used to predict data on day 7. Training and testing are processed simultaneously.

IV.2 Model Training and Testing

Our goal is to predict six factors and get the stock of supplies needed to optimize the planning of drug purchases in the next one week through historical data on medicine use records. Data is separated into two parts for training and testing models. We chose the data for the last 4 years (2015-2018) as training data, and data 2019 for testing. The time period was used as input for GAN. Each weight of GAN training activated in the last layer used representation of discriminator features to generation distribution as a new representation of data. The results of the GAN model training are shown in Figure 2 and Figure 3.

Data testing in the training phase was carried out through GAN discriminator and weights from the last convolutional layer were extracted. The extracted features are then classified to measure the predicted results presented in Figure 4 and 5 images of the results of the coefficient matrix.

The Matrix results show the results of the classification of the model. The perfect matrix will only have predictions on the main diagonal. The forecasting performance evaluation model that we propose uses statistical indicators, namely Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE).

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i| \\
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2} \\
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100
\]  
(5)  
(6)  
(7)

Prediction testing based on the confusion matrix on the dataset will be calculated on average using RMSE, MAE and MAPE. The in table 5 which show result of the estimation with each value of epoch 100, 1000 and 5000. From the picture we can see that the proposed model has good performance according to the values of RMSE, MAE and MAPE, but overall it still needs to be developed understand the trend of use medicine.
Table 4 The average evaluation on stock data sets

<table>
<thead>
<tr>
<th>Epoch</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>3.0901</td>
<td>5.1201</td>
<td>1.9201</td>
</tr>
<tr>
<td>1000</td>
<td>2.1256</td>
<td>3.012</td>
<td>0.8034</td>
</tr>
<tr>
<td>5000</td>
<td>1.0923</td>
<td>2.1093</td>
<td>0.0341</td>
</tr>
</tbody>
</table>

V. DISCUSSION AND SUGGESTION

In this paper, we conduct exploration in forecasting the amount of drug sales over the one next week by trying to capture the distribution of drug use records according to actual data on the GAN framework that we propose, from the test results, the proposed model performs well in terms of MAE evaluation values, RMSE and MAPE, however it still needs to be developed and we plan to explore ways extract more valuable and influential factors from planning drug needs and optimizing our model in studying data distribution more accurately, so that proposed model obtains trend precision or predictions of higher drug requirements according needs.
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