Feature Extraction Method GLCM and LVQ in Digital Image-Based Face Recognition
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Abstract—The face is one of the media to identify someone, a human face has a very high level of variability. Many methods have been introduced by researchers and scientists in recognizing one's face, one of the methods introduced is the Feature Extraction of Gray Level Co-Occurrence Matrix (GLCM) and Learning Vector Quantization (LVQ). GLCM feature extraction is used for data extraction/learning process whereas a data analysis process (face recognition, cropping and storing data) the LVQ method is used for the data training process where the data that has been processed in GLCM feature extraction which still has large dimensions are processed to be smaller dimensions. So this test uses data of 190 photos and gets a match of 90%, the authors conclude that the GLCM feature extraction and LVQ method can very well recognize faces contained in the database.
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I. INTRODUCTION

Face is one of biometry that can define a person, the human face is a dynamic object that has a high level of variability. Many studies of facial recognition, one of which is a facial recognition system that utilizes a computer is not a simple system (Choong Hwan Lee, 1996). Furthermore, human face recognition by using a collection of still images or videos with a set of videos (Zhou, 2004). With the use of video cameras and computers it is good enough to process video in real-time (Gorodnichy, 2004) face recognition uses a camera to capture a person's face and after that compared to a face that has previously been stored in a database in real-time (Bayu, 2009). The use of the Gray Level Co-insurance Matrix (Gray Level Co-Occurrence Matrix / GLCM feature extraction) is mostly done in taking remote sensing imagery with prototypes (Maheshwary, 2009). The development of biometric technology such as face, voice, iris, and fingerprints is very much developed both as a security system and in the present system. Biometric technology has been developed and applied in various applications, but in fact, the recognition process sometimes still fails. Among the failures are caused by lighting factors, the distance of the object to the tool, the angle of the object to the tool, the expression and face position. In this study, an application was built to measure the accuracy of facial recognition with the Gray Level Co-matrix Extraction Feature of the Gray Level Co-Occurrence Matrix (GLCM) and Learning Vector Quantization (LVQ) Artificial Neural Networks in different light intensities, distances, and angles.

II. LITERATURE REVIEW

1. Face

The human face plays a central role in social interaction, therefore it is not surprising that automatic face information processing is an important subfield and is very active in pattern recognition research (j. Lyons, 1999). The face displays a variety of complicated information about identity, age, gender, race, and emotional state and attention. One of them is facial expression. Expression is an expression of feeling, which can be shown through a movement, be it the movement of the hands, feet, voice or face. (Muhathir, 2017)

2. Digital Image

Digital image is a function of two variables, f(x, y), where x and y are the spatial coordinates and the value f(x, y) which is the intensity of the image in these coordinates. The basic technology in creating and displaying colors in digital images based on research is a color that is a combination based on three basic colors, namely red, green, and blue (Red, Green, Blue - RGB).
Gray Level Co-occurrence Matrix

Gray Level Co-occurrence Matrix is a matrix whose elements are the number of pixel pairs that have a certain brightness level, where the pixel pairs are separated by distance (d) and angle (Ө) (i). Gray Level Co-occurrence Matrix is a method used to obtain a feature of an image that later results from the search for the characteristics of an image that can be used as an input to classify the image into certain groups or classes that have been previously agreed upon. Steps to get feature extraction by extracting Gray Level Co-occurrence features are as follows:

a. The first step is to create a matrix work area because the image has four gray levels, therefore the number of neighboring pixel values and reference pixel values in the matrix work area are four. The following is the matrix work area that can be seen in Figure 1.

```
<table>
<thead>
<tr>
<th>Pixel reference</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>1</td>
<td>1.0</td>
<td>1.1</td>
<td>1.2</td>
<td>1.3</td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>2.1</td>
<td>2.2</td>
<td>2.3</td>
</tr>
<tr>
<td>3</td>
<td>3.0</td>
<td>3.1</td>
<td>3.2</td>
<td>3.3</td>
</tr>
</tbody>
</table>
```

Figure 1. Matrix work area

b. The second step is to determine the angle (Ө), and distance (d) to determine the spatial relationship between the reference pixel and neighboring pixels, determined by the angle (Ө) = 0 and distance (d) = 1. The orientation angle determines the direction of the relationship of the neighboring pixels to the pixel reference pixel. The orientation of the angle (Ө) = 0 means the horizontal direction, as explained in Figure 2:

```
0 0 0 0 0 0 0 1 0 2 2 1 0
0 0 1 1 1 0 2 2 1 0
0 2 2 2 2 0 0 3 1
2 2 3 3 3 0 0 0 0 1
```

Figure 2 Spatial relationship between pixels

c. The next step is to add the cohesion matrix to the transpose matrix to get a symmetrical matrix, as shown in Figure 3:

```
\[
\begin{bmatrix}
2 & 2 & 1 & 0 \\
2 & 0 & 0 & 0 \\
0 & 2 & 2 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix} + 
\begin{bmatrix}
4 & 2 & 1 & 0 \\
2 & 4 & 0 & 0 \\
2 & 4 & 2 & 4 \\
0 & 0 & 1 & 2
\end{bmatrix} = 
\begin{bmatrix}
4 & 2 & 1 & 0 \\
2 & 4 & 0 & 0 \\
2 & 4 & 2 & 4 \\
0 & 0 & 1 & 2
\end{bmatrix}
\]
```

Figure 3. Symmetric matrix

d. After getting a symmetrical matrix value, the next step is to normalize the matrix into probabilities. The trick is that each cell is divided by the sum of all spatial elements, as shown in the following image:

```
\[
\begin{bmatrix}
4 & 2 & 1 & 0 \\
24 & 24 & 24 & 24 \\
24 & 24 & 24 & 24 \\
24 & 24 & 24 & 24
\end{bmatrix} = 
\begin{bmatrix}
0.1667 & 0.0833 & 0.0416 & 0 \\
0.0833 & 0.1667 & 0 & 0 \\
0.0416 & 0 & 0.25 & 0.0416 \\
0 & 0 & 0.0416 & 0.0833
\end{bmatrix}
\]
```

Figure 4. Normalization of the matrix with probability

e. After getting the value from the image cohesion matrix used, it can be calculated statistical features that represent the image that has been used or observed. For the features that have been extracted from the image coherence matrix observed using 4 features, namely, Correlation, Energy, Homogeneity, and Contrast.

Correlation is a linear gray tone dependence on an observed image. Then P (i, j) is the probability distribution along with pixel pairs of gray levels i and j for the cohesion matrix. Correlation is the average pixel value and is a standard deviation (Dewi, 2014). For the search equation formula from Correlation is as follows:

\[
K_{correlation} = \sum_{i,j} \mu_i \mu_j GCM(i,j) \frac{1}{\sigma_i \sigma_j} 
\]

Energy is a measurement of the distribution of pixel intensity over the gray level range of an observed image. Where P (i, j) is the value of row too i and column to j in the cohesion matrix. For the search equation formula from Energy are as follows:

\[
Energy = \sum_{i,j} GCM(i,j)^2 
\]

Homogeneity is the similarity or homogeneity of variations of the cohesion matrix of the observed image. For the search equation formula from homogeneity is as follows:

\[
Homogeneity = \sum_{i,j} GCM(i,j)^2 
\]

Contrast is to show the spread (moment of inertia) of the elements of the image matrix. For the search equation the formula of Contrast is as follows:
Kontras = \sum_{i=1}^{\sum_{j=1}} |i - j|^{2} \times GLCM((i,j)) \quad ......(4)

4. Metode Learning Vektor Quantization

Learning vector quantization (LVQ) is one of the methods to conduct supervised competitive learning. This Competitive Layer will learn automatically to classify the given input vector. If two vectors have close distances will be grouped into one same class (Kusumadewi, 2004). The LVQ network has the first competitive layer and the second linear layer, the competitive layer learns to classify the vector to be entered in. The linear layer changes the competitive layer class to the target classification to be defined by the user. classes are studied by competitive layers as subclasses and classes from linear layers into target classes (Demuth, 2002).

III. PROPOSED METHOD

1. Datasheet

The data used in this study are face data from someone where required 5 types of photos in jpg format, in which all types of photos are photos of faces facing front (frontal) 0 o facing left 25 o and 75 o, then facing to the right -25 o and - 75 o, not partially blocked by other objects and also visible both eyeballs.

2. Research step

The steps taken in this study are as follows:

- Image Data input
- Gray Image
- Extraction/learning process with the GLCM method
- Save extraction data
- Data Testing
- Gray Image
- The training process uses the LVQ method
- GLCM Extraction
- LVQ training
- Facial recognition results

Figure 5. General research steps

The steps carried out in the research as a whole can be illustrated in the picture:

![Diagram](image)

Figure 6 Research steps

IV. RESULT AND DISCUSSION

1. Facial training/extraction samples

The sample used in this study is 190 images of 38 people facing forward (frontal) 0 o facing left 25 o and 75 o, then facing right -25 o and - 75 o, not partially blocked by other objects and also seen both eyeballs, the picture shows some sample data that are tested are as follows:

<table>
<thead>
<tr>
<th>Samples</th>
<th>Recognized</th>
<th>Unrecognized</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

The results of tests conducted to study the accuracy in face recognition using the GLCM and LVQ methods are as follows:

2. Test results of GLCM and LVQ extraction accuracy
3. Discussion

Based on the results of testing in this study, where the data tested were 190 images or 35 human faces, there were 171 results identified while the unrecognized data were 19, with the percentage of data recognition 90%.

V. CONCLUSION AND SUGGESTION

The results of the research that have been done show that the extraction and LVQ method can properly recognize the faces in the test, while the thing that makes the image unrecognizable due to blurry images, and is too dark in the lighting and also causes the image to be unrecognized due to the existing object in the edge image is not drawn for example the edge of the eye from the object object.
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