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Abstract — Higher education plays a major role in improving the quality of education 

in Indonesia. The BAN-PT institution established by the government has a standard of 

higher education accreditation and study program accreditation. With the 4.0-based 

accreditation instrument, it encourages university leaders to improve the quality and 

quality of their education. One indicator that determines the accreditation of study 

programs is the timely graduation of students. This study uses the K-Nearest Neighbor 

algorithm to predict student graduation times. Students' GPA at the time of the seventh 

semester will be used as training data, and data of students who graduate are used as 

sample data. K-Nearest Neighbor works in accordance with the given sample data. The 

results of prediction testing on 60 data for students of 2015-2016, obtained the highest 

level of accuracy of 98.5% can be achieved when k = 3. Prediction results depend on the 

pattern of data entered, the more samples and training data used, the calculation of the 

K-Nearest Neighbor algorithm is also more accurate. 
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I. INTRODUCTION 

 

In the Study Program and Higher Education 

Accreditation Forms, the timely graduation of 

undergraduate students is one component that has 

influence (Novianti & Prasetyo, 2017). To get good 

grades in accreditation, students are targeted to graduate 

on time and achieve an average Semester Achievement 

Index above 3.50. 

According to the graduation data of the Faculty of 

Engineering, Universitas Medan Area in recent years, 

the average number of students who complete their 

studies on time has not yet reached the target. Some 

problems that often occur that cause students to 

graduate on time, including low Semester Achievement 

Index and GPA scores, economic factors, 

environmental factors, and family.  

Prediction of students will graduate on time or not 

can be noticed since students sit in the seventh semester. 

Semester Achievement Index sand the number of 

credits will be a reference to predict the time students 

graduate. 
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Data mining is one of the fields of computer science 

that focuses on machine learning (Muliono, Muhathir, 

Khairina, & Harahap, 2019) (Muliono, 2017). Data 

mining is used to predict conditions based on data and 

information (Tang, He, & Zhang, 2020) (Muliono & 

Sembiring, 2019). The K-Nearest Neighbor method 

uses data classification techniques that are divided into 

clusters (Agrawal, 2019). Prediction results can be 

calculated based on the distance closest to the sample 

data (Gou et al., 2019) (Czumaj & Sohler, 2020). This 

research will predict the graduation time of the students 

with the K-Nearest Neighbor algorithm. As for some 

previous studies related to this research are as follows: 

The Research by (Prasetyo, Kusrini, & Arief, 2019) 

uses the K-Nearest Neighbor algorithm to see the 

interests and talents of students in the field of 

Information Engineering. This choice of specialization 

is done by Case Base Reasoning (CBR). The results 

showed that this algorithm successfully predicted with 

an accuracy rate of 95.98% at K = 7. 

 The Research by (Nikmatun & Waspada, 2019) 

applies the K-Nearest Neighbor algorithm that refers to 

Data Mining Knowledge Discovery in Database 

(KDD). This study classifies courses that determine the 

time students graduate. The research results obtained a 

good prediction with an accuracy of 75.95%. 

 The research by (Hakim, Rizal, & Ratnasari, 2019) 

uses the K-Nearest Neighbor algorithm and Roger S. 

Pressman's waterfall method namely Communication, 

Planning, Modeling, and Construction. The results 

showed that the best accuracy was found in testing with 

the Confusion Matrix, where the accuracy reached 98%. 

 The Research by (Rohman & Rochcham, 2019) 

compares Neural Network, K-Nearest Neighbor and 

Decision Tree algorithms in predicting student 

graduation. The results showed that the highest 

accuracy was found in the K-Nearest Neighbor 

algorithm which reached 83.66%. 

 The research by (Purwanto, Kusrini, & 

Sudarmawan, 2019) made a comparison of the C.45 

algorithm and the K-Nearest Neighbor in predicting the 

study period of students of Muhammadiyah University 

in Purwokerto. The results showed that the highest 

accuracy was found in the K-Nearest Neighbor 

algorithm which reached 89.14%. 

II. METHODOLOGY 

K-Nearest Neighbor algorithm is a classification 

method that can classify new data based on the distance 

of the new data to the closest data/neighbors in data 

learning (Atma & Setyanto, 2018) : 

The training process is to start input: training data, 

data transfer label, k, testing data. 

a.  For all testing data, calculate the distance to each 

training data 

b.  Determine the training data k which is the closest 

distance to the data 

c.  Testing 

d.  Check the label of this data 

e.  Determine the label with the most frequency 

f.  Enter the testing data to the class with the most  

frequency 

g.  Stop 

 

 To calculate the distance between two points x and 

y, you can use the Euclidean distance as follows (Wang 

et al., 2019)  

   

 

 Which X1, 1 = 1, 2, is the category attribute, and n 

1j – n2i represents the corresponding frequency. The 
closeness between the two cases can be calculated by 
finding the value of similarity as follows (Rahmatullah 
& Utami, 2019) 

 

Description : 

q: new case 

s: cases that are in deviation 

n: number of attributes in each case 

i: individual attributes between 1 to n 

f: similarity function I between cases T and S 

 wi: the weight is given to the i-th attribute 

 

 This similarity is expressed by 1 (similar) and 0 (not 

similar), mathematically, it can be written: 

 

𝒔 =  
𝟏  𝒊𝒇 𝒙 = 𝒚
𝟎 𝒊𝒇 𝒙 ≠ 𝒚

 

 

 Giving weights for each attribute can be done by 

following a few steps below: 

1. Input the criteria value of each model (LCS) 

2. Input the weights of each criterion (BBT) 

3. Calculate normalization from weights (NK) 

 

 
 

𝑉𝑎𝑙𝑢𝑒 =  
Σ 𝑁𝐾

𝑁
 

 

To test the accuracy of the predicted performance 

measurement of the K-NN algorithm, it is performed by 

(2) 

(3) 

(4) 

(5) 

(6) 

(1) 

https://doi.org/10.33395/sinkron.v4i2.10480


 

SinkrOn : Jurnal dan Penelitian Teknik Informatika 
Volume 4, Number 2, April  2020 

DOI : https://doi.org/10.33395/sinkron.v4i2.10480  

 e-ISSN : 2541-2019 
 p-ISSN : 2541-044X 

 

 

 

 

   
This is an Creative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License. 44 

 

 

comparing the results of the classification algorithm 

prediction with the target value of the testing data 

variable as the actual data. So logically, it can be 

concluded that the performance of the algorithm is as 

follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡ℎ𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑎𝑚𝑜𝑢𝑛𝑡 𝑖𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
 𝑥 100% 

 

III. RESULT AND DISCUSSION 

The research test was conducted on the data of 20 

students of the Civil Engineering Study Program in the 

seventh semester of 2015. Detailed research results can 

be seen as follows: 

 

 

Table 1. Accuracy Comparison of Predictive Predicate 

Values with KNN and Real Data K = 5 

No NPM 
Prediction 

KNN 
Result Point 

1 158110001 Correct Correct 1 

2 158110002 Incorrect Incorrect 1 

3 158110003 Incorrect Incorrect 1 

4 158110005 Incorrect Incorrect 1 

5 158110006 Correct Correct 1 

6 158110007 Incorrect Incorrect 1 

7 158110010 Correct Correct 1 

8 158110012 Incorrect Incorrect 1 

9 158110015 Incorrect Incorrect 1 

10 158110017 Correct Correct 1 

11 158110018 Incorrect Incorrect 1 

12 158110020 Incorrect Correct 0 

13 158110022 Correct Correct 1 

14 158110023 Incorrect Incorrect 1 

15 158110024 Incorrect Incorrect 1 

16 158110025 Correct Correct 1 

17 158110027 Correct Correct 1 

18 158110028 Incorrect Incorrect 1 

19 158110029 Incorrect Incorrect 1 

20 158110030 Incorrect Incorrect 1 

 

From the results of experiments conducted to see 

the accuracy of the comparison of training data to the 

results of algorithms found the results with timely 

conclusions at K1 and K2 = 176, while K3-K5 = 197. 

Table 2. Accuracy Levels 

K 
Accuracy 

Levels 

Accuracy 

Levels 
Conclusion 

Confusion 

Matrix 

ROC 

Curve 

K1 88,0% 0.880 
Good 

Classification 

K2 88,0% 0.880 
Good 

Classification 

K3 98,5% 0,985 
Excellent 

Classification 

K4 98,5% 0,985 
Excellent 

Classification 

K5 98,5% 0,985 
Excellent 

Classification 

 

The higher the K value, the better the accuracy 

level of K-NN algorithm predictions on 2015 student 

training data, the conclusion is from the K1-K5 trial 

results of K-NN algorithm classification results in the 

accuracy of student graduation prediction by comparing 

the Rael scores and the prediction results can be 

concluded as Excellent Classification 

 

Next is to make a prediction on time for the 2016 

data of the 2016 students' whip, which will be tested 

from K1-K5. 

 

Table 3. Predicted Results for 2016 Stock Data of 

Civil Engineering Study Program 

NPM 
SAI

1 

SAI

2 

SAI

3 

SAI

4 

SAI

5 

SAI

6 

SAI

7 

SKS 

Passed 
Prediction 

16811
0003 

3.25 3.29 3.82 3.53 3.53 3.82 3.53 136 Correct 

16811
0005 

3.61 3.47 2.04 1.75 2.67 2.55 3.37 122 Incorrect 

16811
0009 

3.38 3.13 2.55 3.37 3.05 3.61 3.29 132 Incorrect  

16811

0011 
3.39 3.13 3.47 2.95 2.67 3.82 2.55 132 Incorrect 

16811
0012 

3.61 3.03 3.37 3.42 3.47 3.76 2.67 136 Correct 

16811
0016 

3.29 3.71 2.88 3.05 3.53 2.88 3.05 132 Incorrect 

16811
0017 

3.24 3.13 3.61 3.29 2.55 3.05 3.53 132 Incorrect 

16811
0022 

3.71 3.29 3.05 3.53 3.05 3.82 3.53 136 Correct 

16811

0026 
3.61 3.47 2.04 1.75 2.67 2.55 3.37 122 Incorrect 

16811
0028 

3.61 3.47 2.04 1.75 2.67 2.55 3.37 122 Incorrect 
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The sample data of 200 data consists of the 2015 

data stick and the data to be predicted is the 2016 data 

canopy of 60 data with a ratio of 70% training data and 

30% testing data. From the results of prediction 

experiments on 2016 data, there are 60 data with timely 

prediction results that can be seen in the following table: 

 

 

 

Table 4. Predicted Results of 2016 Whamb Graduation 

K Correct Incorrect 

K1 25 35 

K2 25 35 

K3 16 44 

K4 16 44 

K5 16 44 

 

IV. CONCLUSION AND SUGGESTION 

 

A. Conclusion  

The conclusions of this study are as follows: 

1. In the case of predictions of 2015 student data on 

the whip of K-NN algorithm the better level of K3 

and so on is 98.5% from the previous K 88% 

increased by 1.5% 

2. In predictions, 60 of the 2016 canopy data shows 

the condition of predicted data at K1 and K2 = 25 

On-Time, while at K3 - K5 = 16 On Time. 

3. The state of the predicted results depends on the 

distribution of data patterns, the more data the 

better the calculation of the K-NN algorithm 

4. The more data the application transfers, the less 

time it takes to process distance calculations. 

B. Suggestion 

It is hoped that the K-NN prediction application 

based on web-based research results can be used by the 

Faculty to assist monitoring as an EWS (Early Warning 

System) for the academic development of students in 

the Faculty of Engineering, Universitas Medan Area in 

particular. 
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