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Abstract: Sentiment analysis is an important and emerging research topic today. 

Sentiment analysis is done to see opinion or tendency of opinion to a problem or 

object by someone, whether tends to have negative or positive view. The main 

purpose of this study is to find out public sentiment on Full Day school's policy 

comment from Facebook Page of Kemendikbud RI and to find out the performance 

of the Naïve Bayes Classifier Algorithm. In this study, the authors used the Naïve 

Bayes Classifier algorithm with trigram and quadgram character feature selection 

with two different training data model and labeling of training data using Lexicon 

Based method in the classification of public sentiment toward the Full day school 

policy. The result of this research shows that public negative sentiment toward Full 

Day School policy is higher than positive or neutral sentiment. The highest of 

accuracy value is Naïve Bayes Classifier algorithm with trigram feature selection of 

300 data training model with value 80%. This simulation has proven that the greater 

of training data and feature selection used on the NBC Algorithm affected the 

accuracy result. Meanwhile, the result of simulation from 10 testing data with 5 

different NBC and Lexicon algorithm also show that Full Day School Policy 

proposed by Minister of Education and Culture of Indonesia has negative sentiment 

higher than either positive or neutral by most of Facebook Users who state their 

opinion through comment. 
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INTRODUCTION 

The rapid improvement of digital technology in recent years has become trigger in the society to use social 

media as main tool to connect and interact with families, friends and colleagues. There were top there social media 

platform that most frequently used with Indonesia people such Facebook. Instagram and Twitter. According to 

data from Asosiasi Penyelenggara Jasa Internet Indonesia also known as APJII stated in their survey that Facebook 

has the greatest visitor with 71,6 million visitor or 54% from Indonesia population followed by Instagram with 

19,9 million (15%) and Youtube with 14,5 million (11%) in 2016.  

In the other hand, The Minister of Education and Culture of RI Muhadjir Effendy published a new regulation 

regarding Full Day School Policy through Permendikbud No 23 in the year of 2017. This Permendikbud was viral 

and has be pros and cons among citizens once this regulation was published. Realized with the growth of social 

media which always increased especially with Facebook, The Ministry of Education and Culture start to socialize 

the Permendikbud Policy of Full Day School through their official Facebook Page called “Kemdikbud.RI”. There 

were a lot of opinion stated through comments from Facebook users both positive and negative one in responding 

Full Day school Policy. These comments could be more analyzed in order to find out whether Full Day School 

policy was accepted or not to be implemented in entire schools in Indonesia with method called by Sentiment 

Analysis.  

Sentiment analysis is the process of understanding, extracting and processing textual data automatically to get 

sentiment information contained in an opinion sentence. Sentiment analysis is done to see opinion or propensity 

opinion to a problem or object by someone, whether tends to view  negative or positif (Rozi, 2012). Sentiment 

analysis can use classification algorithm in text mining field such as Naive Bayes, Decision Tree, C.45, k-NN and 

so forth. The Naive Bayes algorithm can be used and has a pretty good result in classifying sentiments compared 

to other algorithms (Rachmat &Lukito, 2016).  
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This study discusses the sentiment analysis of Full Day School policy from Facebook Page of Kemendikbud 

RI using Algorithm Naïve Bayes Classifier. Naïve Bayes algorithm in the authors' research used tri-gram and 

quad-gram character feature selection and used two different models of training data, 200 and 300 training data. 

The purpose of this research is to find out public sentiment in Full Day school policy comment from Facebook of 

Kemendikbud RI using Naïve Bayes Classifier (NBC) Algorithm and to find out the implementation and 

performance of Naïve Bayes Classifier Algorithm with Tri-gram and Quad-gram Character feature selection with 

different training data model. 

 

LITERATURE REVIEW 

In a study entitled "Political Comment Sentiment Classification from Facebook Page Using Naïve Bayes", 

sentiment analysis was applied to find out the sentiment of the public against the presidential candidate of the 

Republic of Indonesia in the 2014 election. Sentiments were taken from public comments from the official 

Facebook page of the Indonesian presidential candidate with the collection data 68 status with 3400 comments. 

The data has been obtained, then preprocessed tokenized, stemmed, weighted tokens, then continued classification 

with Naïve Bayes method, and tested using confusion matrix (Rachmat &Lukito, 2016). 

Then, in a study entitled "Sentiment Analysis on Twitter Social Media Using Naive Bayes Classifier Against 

Keywords Curriculum 2013", sentiment analysis is used to find out public sentiment towards the 2013 curriculum 

through social media twitter by utilizing the Twitter Search API to retrieve data from twitter, then apply process 

n-gram characters for feature selection as well as using the Naive Bayes Classifier algorithm to classify sentiments 

automatically. This study uses 3300 data tweets about sentiment to the keyword "curriculum 2013". The data are 

classified manually and divided into 1000 data each for positive, negative and neutral sentiments (Pamungkas, 

Setiyanto & Dolphina, 2015). 

Furthermore, in a study entitled "Sentiment Analysis on Television Events Based on Public Opinion", sentiment 

analysis is implemented to find out public sentiment towards television displayed through social media twitter by 

utilizing the twitter API. Data obtained from twitter, then classified the sentiments by using Naïve Bayes algorithm 

and assisted preprocessing process that aims to remove the nonessential parts and also change the form of 

documents in the form of tweet to the standard form so that the classification made by Naïve Bayes be more 

accurate (Sentiaji & Bachtiar, 2014). 

In a study entitled “Application of the Naive Bayes Method to a Decision Support System to provide Discounts 

(Case Study: PT. Bina Usaha Teknik)” Classification was conducted by Naïve Bayes method as decision support 

system in granting discount to company product with some criterion specified by company, purchasing item, 

product status, big day and price range. The result of this study found that the application of decision support 

system to provide discounts using the Naïve Bayes method can provide an alternative to manage data quickly in 

providing provisional price recommendatio (Burdi, Setianingrum, & Hakiem, 2017).  

Finally, in a study entitle with “Analysis of Public Sentiment towards the 2014 Indonesian Presidential 

Candidate based on Opinion from Twitter”, Naïve Bayes Classifier Algorithm used in opinion classification 

against president candidates after several steps has been conducted previously such collecting data, processing 

data and POS Tagging. (Nurhuda & Sihwi, 2014)  

The previous studies used Naïve Bayes Algorithm similar to the authors' research. The difference between the 

author's study lies in the feature selection used, classified data and case studies.  

 

METHOD 

In this research, there are two methods used those are data collection method and simulation method. 

Data Collection Method 

Data collection method used is literature study and field study using observation method. In literature study the 

authors collect data from books, journals or similar literature related to the author's research as a reference so as 

to assist authors in doing this research. In the field study, the authors observed and retrieved data from the Facebook 

API about Netizen Comments on Full Day School Policy (FDS) postings from the official Facebook Page of 

Kemendikbud RI. Researchers took data on September 25, 2017. 

Simulation Method 

There are different types of lifecycle that can be used for studies on modeling and simulation. The simulation 

stage in this research is Problem Formulation, Conceptual Model, Collection of Input / Output Data, Modelling 

Phase, Simulation Phase, Verification, Validation, and Experimentation, Output Analysis Phase (Madani, Kazmi 

& Mahlknecht, 2010). 

 

Problem Simulation 

Based on the three previous studies in the second chapter, authors found the analysis result that the Naïve Bayes 

Classifier Algorithm in the previous study only used one feature selection and the classification of training data 

sentiment was done manually. 
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In this research the author used Naïve Bayes Classifer Algorithm with two features selection are Trigram and 

Quadgram character with the sentiment classification of  training data using Lexicon Based method.  

Each feature selection uses two different models of training data, namely 200 and 300 data training models. 

 

Conceptual Model 

In this research, conceptual model discusses the whole of this research. First by identifying input in this study, 

was netizen comments related to Full Day School policy. Second, comments that have been collected were then 

processed with Naïve Bayes Classifier Algorithm with Tri-gram feature selection and Quad-gram feature selection 

manually. 

 

 
 

Fig. 1 Nazief & Andriani Stemming Procedure 

 

After processed manually, then made the comparison between Naïve Bayes Algorithm with Tri- gram feature 

selection of 200 Data Training model and 300 Data Training model and Quad-gram feature selection of 200 

Data Training and 300 Data Training Model with classification or labeling sentiment of training data by 

Lexicon Based method. So there are four results of accuracy level that can be compared. 
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Collection of Input/Output Data 

Data obtained from netizen comments on the policy of full day school on the post of Official Page 

Kemmikbud RI. Total there are 310 comments divided into 300 training data and 10 test data. In addition to data 

from the Facebook API, there are positive lexicon and negative lexicon for labeling of training data and testing 

data (actual class). The result or output obtained from this research is the result of N gram feature selection and 

testing data that has been classified. 

After processed manually, then made the comparison between Naïve Bayes Algorithm with Tri- gram feature 

selection of 200 Data Training model and 300 Data Training model and Quad-gram feature selection of 200 Data 

Training and 300 Data Training Model with classification or labeling sentiment of training data by Lexicon 

Based method. So there are four results of accuracy level that can be compared. 

 

Modelling Phase 

In Naïve Bayes Classifier algorithm construction consists of two stages of training phase and testing phase. 

1. Training Phase 

a. Take training data of every sentiment (positive, negative and neutral) 

b. Training data then processed using text processing (case folding, cleansing, stopword removal) 

c. After processed then training data is stemmed. For stemming procedure the authors used Nazief & 

Andriani Algorithm. The procedures of Nazief and Andriani stemming algorithm is described in Figure 

1 (Aulia, Khairani, akiem & Durachman, 2017).  

d. Select the Tri-gram or Quad-gram feature selection 

e. Feature selection with n grams selected 

f. Calculate the frequency of each n gram 

g. Calculate the total n gram of words 

h. Calculate the probability of each n gram (Indrayuni & Wahyudi, 2015)  

 
 

wordn

nk
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i. Calculate the probability of each sentiment document (Indrayuni & Wahyudi, 2015) 
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Testing Phase 

a. Take testing data 

b. Testing data then processed using text processing (case folding, cleansing, stopword removal) 

c. After processed then testing data is stemmed. For stemming procedure the authors used Nazief & 

Andriani Algorithm. The procedures of Nazief and Andriani stemming algorithm is described in 

Figure 1 (Aulia, Khairani, akiem & Durachman, 2017). 

d. Select the Tri-gram or Quad-gram feature selection 

e. N gram feature selection 

f. Calculate the frequency of occurrence of each n gram 

g. Comparing n grams of testing data with n grams of data training every sentiment. 

h. If n gram testing data is equal to n gram of training data, then n gram robability of training data 

becomes n gram probability of testing data. 

i. if not, then the n gram frequency of the testing data is 0, and then calculate the probability of the 

testing data n gram 

j. Calculate the Vmap value of each sentiment category (Indrayuni & Wahyudi, 2015).  
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n
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k. Take the highest Vmap Value from each sentiment category 

l. Testing data is classified 

Simulation Phase 

In this simulation phase will be simulated Full Day School Policy Sentiment Analysis Using Naïve Bayes 

Classifier Algorithm according to the table 1. 
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The simulation results from the table I are in accordance with the Figure 2, Figure 3 and Figure 4. The Figure 2 

is a simulation of positive sentiment training phase with trigram feature selection of 200 training data model which 

has been calculated probability of each keyword. The Figure 3 described the results of the classification of NBC 

algorithm with the trigram feature selection of 200 training data model. The classification process is implemented 

by calculating the probability value of each sentiment. Before calculating the probability of each sentiment the 

keyword of n gram data that has been stored in the database is compared to the keyword of training data. If the 

keyword in the testing data is equal as the keyword in the training data, then the probability of keyword in training 

data becomes the probability of keyword in testing data. Conversely, if not the same then the system will calculate 

the probability of keyword. Once the probability of all the keywords in each sentiment is obtained, then the Vmap 

value can be calculated. To determine the sentiment is taken the highest Vmap value of all sentiment. In the Fig.4 

obtained the highest Vmap value 1.9637096024859E-255 with negative sentiment. 

 

 
Fig. 2 Simulation of TrainingPhase 

 

 
 

Fig. 3 Simulation of Algorithm NBC Testing Phase 

Table 1 

Phase Of NBC Algorithm 

Variable/Simulation 

Parameter 
SIMULATION PHASE 

Factor 1 

Data training phase with Naïve Bayes Classifier 

Algorithm based on sentiments, feature selection and data 

training model 

Factor 2 
Data testing phase with Naïve Bayes Classifier Algorithm 

based on feature selection and data training model 

Factor 3 Accuracy testing phase of each NBC Algorithm 
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Fig. 4  Vmap Result 

 

In the simulation of accuracy testing obtained the result that the accuracy of NBC algorithm with trigram feature 

selection of model 300 training data is higher than the accuracy value of other NBC algorithm that is equal to 80%. 

To calculate the accuracy value of each feature selection, the authors used the following formula (4). 

 

tingDataTotalofTes

lTrueNeutraveTrueNegativeTruePositi
Accuracy




  (4) 

 

 

RESULT 

The followings are the results of our research. 

Verification, Validation, and Experimentation 

Researchers perform verification to ensure each stage that has been done previously has a linkage and produce 

output in accordance with the expected. Furthermore, in the validation process conducted testing of the truth of 

NBC algorithm by comparing the performance of each NBC algorithm in term of accuracy and experimentation 

by comparing the results of scenarios that is the result of sentiment classification of testing data on each NBC 

Algorithm. From the experiment, the output analysis will be discussed at the Output Analysis Phase 

 

Output Analysis Phase 

In this phase described the output of classification of 10 testing data taken from netizen comments on the full 

day school policy of the Indonesian Ministry of Culture and education. Because of the classification using NBC 

algorithm with two different features selection and two training data models, and using Lexicon Based method to 

find out the actual sentiment of 10 testing data, so in this research there are five output classification sentiment 

which are described at the Table 2.  

 

 

Table 2 

Classification of NBC Sentiment Result 

Data to n CLASSIFICATION OF NBC SENTIMENT RESULT 

 
Trigram 

Model 1* 

Trigram 

Model 2** 

Quadgram 

Model 1* 

Quadgram 

Model 2** 

Lexicon 

Based Method 

1 Neutral Negative Neutral Negative Negative 

2 Negative Negative Negative Negative Negative 

3 Negative Negative Neutral Negative Negative 

4 Negative Negative Negative Negative Negative 

5 Negative Negative Negative Negative Negative 

6 Negative Negative Negative Negative Negative 

7 Negative Negative Negative Negative Negative 

8 Negative Negative Neutral Negative Positive 

9 Neutral Negative Neutral Negative Positive 

10 Neutral Negative Neutral Negative Negative 

      

      

      

      

User 

Satisfaction 
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*Model 1 represent 200 training data **Model 2 represent 300 training data 

 

In this chapter analysis of the accuracy of the Naïve Bayes Classifier (NBC) algorithm with tri-gram and quad-

gram feature selection with two different training data model are presented. In the simulation that has been done 

obtained graphic results as follows, depict at figure 5. 

 

 
Fig. 5  Graph of Accuracy Level of NBC Algorithm 

 

Table 3 

Accuracy Level of NBC Algorithm 

 NBC Algorithm 
Accuracy 

Value 

1 Trigram Model 1* 60% 

2 Trigram Model 2** 80% 

3 Quadgram Model 1* 50% 

4 Quadgram Model 2** 70% 

 

*Model 1 represent 200 training data **Model 2 represent 300 training data 

 

DISCUSSIONS 

Based on the graph in figure 5 and table 3, received the following analysis :  

1. NBC Algorithm Trigram feature selection has a higher level of accuracy than the NBC algorithm of quad 

gram feature selection using either 200 training data as well as 300 training data. In the study "The 

Implementation of Character N-Gram for Sentiment Analysis of Hotel Review Using Naive Bayes 

Algorithm" the accuracy value of quad gram feature selection is higher than the accuracy of trigram 

feature selection which is 83.67% and 84.67% respectively (Indrayuni & Wahyudi, 2015). The result of 

accuracy of trigram and quad gram feature selection from previous research is different from writer's 

research. This difference occurs because in previous research the classification of training data is still 

manual while in author research the classification of training data already using Lexicon based method. 

The authors' analysis is supported by other research using the Lexicon Based method of "Improved 

Twitter Sentiment Analysis Using N Gram Feature Selection and Combinations" accuracy of trigram 

feature selection lower than two other feature selection (unigram and bigram) of 83.652% for unigram, 

84,064% for bigram and 70,532% for trigram (Awachate & Kshirsagar, 2007). Based on the analysis of 

the author, it was found that the addition of n gram feature selection on NBC Algorithm has no effect in 

improving accuracy results if the classification of training data using Lexicon Based. 

2. NBC algorithm with 300 training data model has a higher level of accuracy of NBC algorithm with 200 

data training model using either trigram feature selection or quad gram feature selection. These results 

indicate that the more training data used, the higher the accuracy of the NBC Algorithm, because the NBC 

algorithm is a method of supervised learning that relies heavily on training data. 

CONCLUSION 

Based on the five sentiment classification results using Naïve Bayes Algorithm with two different feature 

selection and two training data models, it was found that public Negative sentiments in this case netizen who 

commented on the Full Day School (FDS) Policy on Facebook Page of Kemendikbud RI is greater than positive 

or neutral sentiment. Based on simulations conducted using Sentiment Analysis application built by the author 

using PHP Programming Language and Mysql database obtained results that the accuracy of Naïve Bayes 

Classifier (NBC) Algorithm with trigram feature selection of 300 training data model is higher than the NBC 

algorithm with trigram of 200 training data and the NBC algorithm with quadgram of 200 and 300 training data 
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that is equal to 80%.  This simulation has proven that the greater of training data and feature selection used on the 

NBC Algorithm affected the accuracy result. Meanwhile, the result of simulation from 10 testing data with 5 

different NBC and Lexicon algorithm also show that Full Day School Policy proposed by Minister of Education 

and Culture of Indonesia has negative sentiment higher than either positive or neutral by most of Facebook Users 

who state their opinion through comments.  Writing this research, Author hope that government in this case 

Ministry of Education and Culture of RI could use this journal to be one of reference in evaluating whether Full 

Day School Policy supposed to discontinue or to be revised. For other researcher who want to use Naïve Bayes 

Algorithm in their research, Author hope this journal could be consideration in order to select which method is 

prefer to proceed training and testing data. 
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