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Abstract: The Social Security Administering Body (BPJS) is a facility established 

by the government in providing services to citizens in The field of health welfare. 

The Spirit of cooperation in the utilization of health services which is very much 

currently a constraint in the budget is still insufficient in covering health services as 

a whole. For this reason, government policy is following with PERPRES No. 75 in 

2019, the Government officially raised the BPJS Health contributions for 2020. The 

increase in BPJS Health contributions certainly caused a lot of comments. Namely 

Twitter, one of the social media that is used by the public to express disapproval or 

support for this government policy. This study, testing was carried out related to the 

prediction of comments from social media on community responses to the increase 

in BPJS Health contributions taken by the government. In the test carried out 3 

(three) input algorithms. For every single algorithm including getting results through 

the K-NN method with an accuracy of 71.83% and AUC value of 0812, for the Naïve 

Bayes method produces an accuracy of 81.63% and AUC value of 0586. As for the 

C 4.5 method, the accuracy is 65.37% and the AUC value is 0628. While testing 

conducted through the Ensembles Vote method which combines the 3 algorithms 

above gives the best results with an accuracy of 80.10% and AUC value is 0871 for 

Twitter comment predictions. 
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INTRODUCTION 

Twitter is widely used for its ease of uploading text in micro social media blogs. Twitter in limited comments 

can be categorized as the core information of a post Twit uploaded on Twitter. A lot of comments on Twitter by a 

particular account, famous or viral because the follower ALLOWS the RT as well as more and more information 

is the trend, update and or become viral news. For that in some research related detection conducted by some 

researchers to use the widely used Twitter dataset. A specific technique used algorithm-based, to detect the impact 

of a thing or information with a method that can be researched in writing. 

Twitter comments on BPJS Health for the ministry factor, but in this case, the author discusses the increase in 

the BPJS health premium in the year 2020. In the study, research on community opinion on social media Twitter 

(Yanis, 2018). While the method used in the author's research is currently in the process to preprocessing the data 

including using tokenization, cleansing, filtering, stemming, and Stopword. For the process of Ensemble Vote 

algorithms are also used include K-NN, C4.5 and Naïve Bayes. The Data used is user behaviour and Twitter 

comments. 

Evaluating Twitter's response to comments, frequencies, re-tweets, forward tweets, themes, and accounts that 

gave the post in Twitter, the authors of the analysis in assessing BPJS health dues increase in 2020 using several 

algorithms such as K-Nearest Neighbor (K-NN), Naïve Bayes, C 4.5, Ensemble Vote to ensure prediction as well 

as a winning method of the best Social Security Administering Agency (BPJS) health is one of the types of facilities 

in the field of health welfare. Indonesian Citizen (WNI) and foreign citizen working in Indonesia for more than 6 

(six) months, must participate in contributing to BPJS Kesehatan. BPJS Kesehatan participants who become 

contributors to the service by paying the premium and there are also recipients of dues assistance. With the spirit 

of cooperation, the utilization of health services very much nowadays become an obstacle in the budget still not 

enough in covering the health service thoroughly.  

 

LITERATURE REVIEW  

Scope of this research is to test the Ensemble Votes algorithm which contains the algorithm of K-NN, C 4.5, 

Naïve Bayes. Used through sourcing Twitter comments over 2000 Twitter posts. The increase of dues BPJS health 

certainly resulted in many comments regarding this policy. One of them is using social media as a medium to 
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devote the dismiss destination and support to this government step. This research, it is expected based on 

information sourced from Twitter by classifying to project the general public's response to the increase of the BPJS 

health dues taken by the government. On the other hand. 

BPJS Health Dues increase has been officially signed by the president through Presidential Regulation 

(PERPRES) No 75 the year 2019 on amendments to Perpers No. 82 the year 2018 about health insurance on 24 

October. In article 34 the regulation mentioned the increase in BPJS health dues up to 100%. Class I from IDR 

80,000 to IDR 160,000, class II from IDR 51,000 to IDR 110,000, class III from Rp 25,500 to Rp 42,000. And for 

premium, the maximum limit for the company becomes IDR 600,000/month. BPJS Health dues increase is 

certainly inflicting polemics in the middle of society. Community response with a hike that will begin on January 

1, 2020. The public is pairing the quality of service that is assessed still many problems with the plan of tuition 

increase up to 100 percent. 

 

METHOD 

Social Security is the right of every person whose fulfilment is guaranteed by the Constitution and the 

prevailing laws and regulations. Its implementation is mainly associated with the government's efforts in 

alleviating poverty which is done gradually according to the ability of the state, private, community in its financing. 

Metode Financing involves the participants themselves, through the payment obligations of dues called social 

insurance.  

In conducting text mining, the text of documents used must be prepared in advance. Based on the inconsistency 

of the text data structure, the text mining process requires some initial stages. One of the implementations of text 

mining is the Text Preprocessing (INFORMATIKALOGI, 2016) stage, including: 

 

 

Case Folding

Tokenizing

Filtering

Stemming

 
 

Fig 1. Text Mining process stages (text preprocessing) Gata Framework 

Source: (INFORMATIKALOGI, 2016) 

 

 Gata Framework is an online text processing tool created by Dr Windu Gata, M. Kom to convert unstructured 

text data into structured text data so that the data is ready for use in predetermined modelling techniques. These 

Tools can be accessed with the address http://www.gataframework.com. Predictions are a systematic process of 

estimating something that is most likely to happen in the future based on past and present information so that 

mistakes (the difference between what is happening with the approximate outcome) can be minimized. Predictions 

do not necessarily give a definite answer to the incident that will occur, but rather seek to find the answer as close 

as possible that will happen (Herdianto, 2013:8). The definition of predictions equals forecasts or forecasts. 

According to the Big English Dictionary, predictions are the result of predicting or forecasting activities or 

estimating future value by using past data. Predictions show what will happen to a particular circumstance and is 

an input for the planning and decision-making process. Predictions can be based on scientific or subjective 

methods. Take for example, weather predictions are always based on data and the latest information based 

observations included by satellites. Likewise, predictions of earthquakes, mountains erupt or disaster in general. 

However, predictions like football matches, sports, etc. are generally based on subjective views with their 

viewpoints that predict them. 

 

K-Nearest Neighbor (K-NN) 

This algorithm is to classify the new object based on the attributes and sample training. You are matched and 

based only on memory Drive a query point, it will be found several K objects or (training points) closest to the 

https://doi.org/10.33395/sinkron.v5i1.10588
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query point. The classification of K objects K-Nearest Neighbor (K-NN) algorithm using classification as a 

prediction value of the new instance query. The K-Nearest Neighbor (K-NN) method algorithm works based on 

the shortest distance from the instance query to the training, sample to determine its K-NN. The sample training is 

projected into a dimension space, where each dimension represents the features of the data. This space is divided 

into sections based on sample training classification. A point in this space is characterized by the class C if Class 

C is the most widely encountered classification on the closest neighboring fruit from that point. Close or far 

neighbors are usually calculated based on Euclidean Distance. Euclidean distances are most commonly used 

calculating distances. The Euclidean distance serves to test the size that can be used as an interpretation of 

proximity distance between two objects. Faith Matrix D (A,B) is a scalar distance of both vector A and B of the 

matrix with dimension size. The greater the value D will the further the level of similarity between the two 

individuals and vice versa if the value of D is increasingly smaller it will be closer to the level of the likeness 

between the individuals. 

The best k value for this algorithm depends on a high k-value reduces the effect of the noise in the classification 

but makes the boundary between each classification more blurred. A good k value can be chosen with the 

optimization of a parameter, for example by using cross-validation. A special case where the classification is 

predicted based on the closest training data (in other words, K = 1) is called the Nearest Neighbor algorithm. The 

accuracy of the K-NN algorithm is strongly influenced by the presence or absence of irrelevant features or if the 

weight of the feature is not equal to its relevance to the classification. 

  

C4.5 Algorithm  

C4.5 is a flowchart-like structure where any internal nodes (nodes that are not a leaf or not the outer node) are 

tests on the attribute variable, each branch is the result of the test, while the outer nodes are the label (Han et al, 

2012). Algorithm C4.5 and the decision tree are two models are inseparable, because to build a decision tree 

required algorithm C4.5. The C 4.5 and ID3 algorithms were created by a researcher in the artificial intelligence 

field named J. Rose Quinlan in the late 1970s. The C 4.5 algorithm makes the decision tree from top to bottom, 

where the top attribute is the root, and the bottom one is called leaf (leaf). In general, the algorithm process flows 

C 4.5 to build the decision tree in data mining are:  

• Select the attribute as the root node. 

• Create a branch for each value. 

• Divide the case into branches. 

• Repeat the process for each branch until all cases in the branches have the same class. 

 

Naïve Bayes 

This method uses the Bayes theorem, which was discovered by the 18th century Thomas Bayes 

(Suyanto,2017). The Naive Bayes (NB) classification is statistical classifications which can be used to predict the 

probability of a class membership. The NB method takes two stages in the text classification process, namely the 

training stage and the classification stage. At the training stage, the analysis process of the sample document in the 

form of vocabulary selection, which is a word that may appear in the collection of sample documents which can 

be a representation of the document. Next is the probability determination for each category based on sample 

documents. At the classification stage determined the value of the category of a document based on the term that 

appears in the document classified (Hamzah,2012). 

 

Ensembles Vote 

An Ensemble is a supervised learning algorithm, as it can be trained and then used to make predictions. The 

hypotheses contained not need to have space from the models built and can prove to have more flexibility in 

functions that can represent algorithms. This flexibility, some techniques of ensemble models tend to reduce 

problems relating to the installation of training data.  

Experimentally, the ensemble seems to produce better results when there is significant diversity between 

models. Therefore, many ensemble methods attempt to promote diversity among the models they incorporate. 

While it may be non-intuitive, a more random algorithm (like a random decision tree) can be used to produce a 

stronger ensemble than a very intentional algorithm (such as a decision tree that reduces entropy). It uses a variety 

of powerful learning algorithms but has proven to be more effective than using techniques that attempt to knock 

down models to promote the diversity of algorithms used (Alhamad, Azis, Santoso, & Taliki, 2019). 

E.  Model CRISP-DM 

In CRISP-DM, a data mining project has a life cycle divided into six phases (Fig. 2). The entire sequential 

phase depends on the output of the previous phase. The important relationship between phases is depicted with 

arrows. For example, if the process is in the modelling phase. Based on the behaviour and characteristics of the 

model, the process may have to return to the data preparation phase for further improvement of data or to move 

forward to the evaluation phase (Luthfi, 2009). 

https://doi.org/10.33395/sinkron.v5i1.10588
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Fig 2. CRISP-DM Model Concept problems. 

Source: (Luthfi, 2009) 

 

In sensitivity and specificity can be used as a statistical measure of the performance of binary classification, 

sensitivity and specificity used to measure the best models and to select the most efficient models. The sensitivity 

of measuring true positive proportions is correctly identified, the specificity of measuring the true negative 

proportion identified correctly. False positives are known as type 1 errors, occurring when cases that should be 

classified as negatively classified as positive. False is a negative known as type 2 error, occurring when the case 

should be classified as positive classified as negative (Bramer, 2013). 

 

Table 1 

Confusion Matrik Table 

Correct Classified as 

 + - 

+ True Positive False negative 

- False positive True Negative 

 

 Cross-validation is a statistical method that can be used to evaluate the performance of a model or algorithm 

where data is separated into two subsets i.e. learning process data and validation/evaluation data. Models or 

algorithms are trained by a subset of learning and validated by a subset of validations. 

The Area under Curve (AUC) as one indicator to evaluate the performance of the classifier. The AUC is the 

area under the ROC curve. The AUC has significant potential to increase empirically convergency of the 

experiment, as it separates the predictive performance from the operation of the condition, and is a predictive 

general measure. Furthermore, the AUC has clear statistics of its interpretation. 

 

Table 2 

Value AUC Table 

AUC Meaning Symbol 

0.90 – 1.00 excellent classification  

0.80 – 0.90 excellent classification  

0.70 – 0.80 fair classification  

0.60 – 0.70 Poor classification  

 < 0.60  Poor classification  

Sumber: Gorunescu (Wahono, 2015) 

 

A ROC (Receiver Operation Characteristic) curve according to Provost and Fawcett explains another 

measurement using the ROC curve depicting a trade-off of true positive against false positives. 

https://doi.org/10.33395/sinkron.v5i1.10588
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Fig 3. ROC Curve 

 

RapidMiner is open-source software. RapidMiner is a solution for analysis of data mining, text mining and 

prediction analysis. RapidMiner uses a variety of desktop techniques and predictions in providing insight to the 

user so that it can make the most informed decisions. RapidMiner has approximately 500 data mining operators, 

including operators for input, output, data preprocessing and visualization. RapidMiner is a standalone software 

for data analysis and as a data mining machine that can be integrated into its products. RapidMiner is written using 

Java language so it can work in all operating systems (Aprilla Dennis, 2013) 

Twitter is one of the most well-known microblogging services and allows its users to write or create statuses 

and comment Twitter or tweets. Social Media Twitter is used to express any opinion or opinion of a product, 

service or another thing. Twitter was created by Jack Dorsey in 2006 and first rolled out in the virtual world of 

July 2006 with a http://www.Twitter.com address still in use today.  

There are several stages for this study : 

• The first stage of this study is the process of collecting comments data related to BPJS. by more than 2000 

public comment data consisting positive and negative comment. 

• The initial data processing beginning with the text preprocessing stage. In the weighted case will be done 

using the Term Frequency Iners Document Frequency (TF-IDF). 

• The Ensembles Vote Algorithm in there proceed K-NN, C4.5, NB Algorithm for classifications. The result 

of classifying the algorithm method will be compared and the result will be re-optimized to obtain the best 

algorithms method. 

• Accuracy algorithm will be measured by Confusion Matrix and ROC curve and accuracy for the result. 

 

 

DISCUSSIONS 

Business Understanding 

At the stage of business Understanding, conducted at the business understanding stage, the understanding of 

the research object. , is the research is to predict the response of Twitter users to the increase in the BPJS health 

dues on Twitter comments to get the best results and benefits to the development of BPJS Kesehatan in the future 

for the advancement of services BPJS Healthcare according Government policy 

(www.hukumonline.com/pusatdata,2019) PERPRES No. 75 the year 2019, the government is raising the dues 

BPJS Kesehatan for the year 2020. 

 the following conclusions Understanding of the research object is done by digging the information through 

Twitter against the research object. The motivation in this phase is the news presented usually in the form of text 

on digital media grouped by the contents of the discussion of the respective categories of news. Twitter is now not 

only limited as a medium to read the essence of comments only, but can also be used to see the issues that occur 

can even be used to see the influence of a policy that is taken by the government. This comment prediction was 

done to find a classification method that can help in determining the comments of positive and negative news 

articles. 

https://doi.org/10.33395/sinkron.v5i1.10588
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Fig 4.Framework 

 

Data Understanding 

At the data understanding stage, a raw data retrieval process is done according to the required attributes. Data 

obtained from the online news media site www.twitter.com. 

 

 
Fig 5. Twitter comments Example 
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Data that has been labelled by others is then taken as much as 2091 comment data based on each Twitter user 

to do the cleansing process to remove the duplicate data and eliminate other data that is not related to BPJS health. 

By using the data source obtained, created a dataset with an attribute that is a comment data containing all the 

comments data about BPJS Health which is a label consisting of 1046 positive comment data and 1045 negative 

comment data of each data. The comment Data is prompted and stored in the form of an. xls extension. 

 

Table 3 

Twitter Comment Data 

 

No. Twitter Comment Sentiment 

1 
nonton berita "mahasiswa demo iuran bpjs diturunkan" kalo pelayanan 

kesehatan turun ntar demo lagi aku bingung dengan warga +62 
negative 

2 
Seruan Aksi: 16 Desember 2019 BPJS GAGAL BPJS GAGAL BPJS 

GAGAL Sistem kesehatan yang sangat liberal, menyalahi kons… 
negative 

3 

Mau kekantor bpjs kesehatan tapi jauh?? Tenang, ada mobile customer 

service & bisa melalui mobile JKN yg bisa di download dari appstore/ 

playstore 

positive 

 

 

Data Preparation 

The data preparation phase is the stage with the data setup process aimed at obtaining clean data and ready for 

use in research. In the text mining the initial stage that will be done is the text preprocessing stage, at this stage 

researchers use the Tools Gata Framework. Here are the steps are done in text preprocessing : 

 

Text Preprocessing with Tools Gata Framework : 

• Case Folding 

Not all text documents are consistent in the use of capital letters. Case Folding roles are needed to convert the 

entire text in a document into a standard form (lowercase). 

• Tokenizing 

Tokenizing will cutting phase of the input string based on each word that follows it as (???, "",-,). 

• Cleansing 

Remove the mention of the mentioned username (@username), remove the hastag (#hashtag), remove the 

punctuation, delete the number because only the text data is used, remove the link (https://), remove special 

characters such as symbols or emoticons, eliminate foreign words because only take words that speak 

Indonesian only. For the word in front of it, there is a word "no" will be normalized by using an underscore 

"_" to have a clear meaning, such as "not good" to "tidak_baik" because the word "tidak" means negative while 

the word "good" means positive. 

• Filtering 

The filtering stage is the stage of taking important words from the token results. Can use a stoplist algorithm 

(discarding less important words) or wordlist (save important words). At this stage slang words (in Indonesian) 

must be normalized to their standard form, for example "utk" to "untuk".  

• Stemming 

The stemming process is the process of  finding the root of the word that results from the filtering process. 

Root search for a word or commonly called a root word can reduce the index results without having to eliminate 

the meaning. For example "naik kan" to "naik". 

 

Modelling Stages 

Is the stage of selecting mining techniques by determining the algorithm to be used. The tool used is 

RapidMiner version 9.1. The results of testing the model conducted are to correctly classify email complaints and 

not email complaints using the Naïve Bayes algorithm and Support Vector Machine to get the best accuracy value. 

Following is the design of the Rapidminer model used, i.e : 

• Model Testing with Algorithms 

It is the selection phase of mining techniques by determining the algorithm to be used. The tools used are 

RapidMiner version 9.5. The results of the model testing conducted are classifying positive news articles and 

negative news articles using the k-Nearest Neigbour algorithm, C4.5, Naïve Bayes and Ensemble Vote to get the 

best accuracy value.  

Following is the design of the RapidMiner model that is used i.e : 

https://doi.org/10.33395/sinkron.v5i1.10588
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Fig 8. Design Algorithm Models Evaluation Model 

 

The evaluation stage aims to determine the usability value of the model that was successfully created in the 

previous step. 

The following is the design process of testing the k-Nearest Neighbor algorithm model used, i.e : 

 
Fig 9. Design Process for k-NN 

 

Following this is the design process of testing the Naïve Bayes method model used, i.e : 

 
Fig 10. Design Process for Naïve Bayes 

 

The following is the design process of testing the C4.5 method model used : 

 
 

Fig 11. Design Process for C4.5 

 

The following is the design process of testing the Ensembles Vote method model used : 

 
 

Fig 12. Design Process for Ensembles Vote 

 

The Ensembles Vote algorithm is used to conduct training on the input dataset then the results are used for 

testing using the same dataset. The following is the design process of testing the Ensembles Vote method model 

used : 

https://doi.org/10.33395/sinkron.v5i1.10588
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Fig 13. Model Process Design for Ensembles Vote 

 

In this test, the data used is clean data that has been through preprocessing. The data is taken from the Read 

Excel operator, Process documents from files to convert files to documents. From the results of modelling that has 

been done before. The following will explain the ROC curve and the Confusion Matrix of each algorithm. 

 

The ROC curve and the Confusion Matrix of the k-Nearest Neighbor (k-NN) algorithm 

 

 
Fig 14. The k-Nearest Neighbor ROC curve 

 

Table 4 

Confusion Matrix k-Nearest Neighbor  

 

accuracy: 81.20% +/- 0.02% (mikro: 81.20%) 

 true Positif Negatif true Negatif class precision 

pred. Positif 730 256 74.04% 

pred. Negatif 333 772 69.86% 

class recall 68.67% 75.10%  

 

https://doi.org/10.33395/sinkron.v5i1.10588
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ROC and Confusion Matrix curves from the Naïve Bayes algorithm (NB) 

 
Fig 15. ROC Curve Naïve Bayes (NB) 

 

Table 5 

Confusion Matrix Naïve Bayes 

accuracy: 81.63% +/- 1.50% (mikro: 81.64%) 

 true Positif true Negatif class precision 

pred. Positif 808 129 86.23% 

pred. Negatif 255 899 77.90% 

class recall 76.01% 87.45%  

 

 

ROC and Confusion Matrix curves from the C4.5 algorithm 

 

 
Fig 16. ROC curve C4.5 

https://doi.org/10.33395/sinkron.v5i1.10588
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Table 6 

Confusion Matrix C4.5 

 

accuracy: 65.37% +/- 1.96% (mikro: 65.38%) 

 true Positif true Negatif class precision 

pred. Positif 1042 703 59.71% 

pred. Negatif 21 325 93.93% 

class recall 99.02% 31.61%  

 

The ROC curve and the Confusion Matrix of the Ensembles Vote algorithm 

 
Fig 17. ROC curve Ensembles Vote 

 

Table 7 

Confusion Matrix Ensemble Vote  

accuracy: 80.10% +/- 0.19% (mikro: 80.11%) 

 true Positif true Negatif class precision 

pred. Positif 931 284 76.63% 

pred. Negatif 132 744 84.93% 

class recall 87.58% 72.37%  

 

 

The comparison of the results of the comparison of accuracy and AUC Algorithms that have been used as 

follows : 

Table 8 

Comparion Of Accuracy And AUC 

Algorithm Accuracy AUC 

k-Nearest Neighbor 71.8

3% 

0.812 

Naïve Bayes 81.6

3% 

0.586 

C4.5 65.3

7% 

0.628 

Ensemble Vote 80.1

0% 

0.811 

https://doi.org/10.33395/sinkron.v5i1.10588
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RESULT 

In this research, the k-NN method calculation results get an accuracy value of 71.83% while the Naïve Bayes 

calculation results get an accuracy value of 81.63%. The calculation results of the C4.5 method produce an 

accuracy value of 65.37%, while the results of the Ensembles Vote calculation get an accuracy value of 97.93%. 

C4.5 accuracy has a difference of around +/- 16%, compared to using the Naïve Bayes algorithm. While the k-NN 

and NB methods have a difference of 9.80% addressing this difference based on the Vote carried out through the 

Ensembles Vote process based on Table 8, it can be concluded that the accuracy of C4.5 gets the smallest accuracy 

compared to k-NN, NB. And the best results for Accuracy and AUC comment prediction models are Ensemble 

Vote with Accuracy 80.10 and AUC 0.811 which are used to make it easier to find positive comments and negative 

comments. 

Based on the comment data that is processed using the RapidMiner Tools, the comment data will separate into 

words that have weight in each of the words. These words will be used to see words related to sentiments that 

often appear and have the highest weight and can be used to find out positive comments and negative comments. 

trials. 

 

CONCLUSION 

The Conclusions that can be summarized regarding the prediction of comments on BPJS Health is to make 

predictions for comments on the increase in BPJS Health contributions. The use of k-Nearest Neighbor (k-NN) 

algorithm is 71.83% accuracy with AUC 0.812 compared to Naïve Bayes algorithm with 81.63% accuracy with 

AUC 0.586, and for C4.5 algorithm the accuracy is 65.37% with AUC 0.628, after making predictions through 

each algorithm above, the authors also make predictions through the Ensemble Vote algorithm method to ensure 

that the prediction results are with an accuracy value of 80.10% with AUC 0.811. The best comment on this model 

is Ensembles Votes which gives an accuracy value of 80.10% with AUC 0.811 in the prediction of BPJS Health 

comments. The accuracy values mentioned with some of the models above have been identified tend to be correct 

because they have a high prostase. As for the validation, which is more important and determines predictions in 

the above conditions, it has a good classification interpretation. 
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