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Abstract: The error of decommissioning is a serious problem that is often faced in 

medicine. In the face of these problems, information technology has a very 

important role. One of the information technologies that can be used is to use the 

machine learning classification algorithm K-Nearest Neighbor KNN. KNN is a 

type of machine learning algorithm that can be applied to problems with 

classification and regression prediction. The classification of types of drugs for 

patients greatly affects the health of the patient. The patient data is processed and 

transformed to numbers, which are then divided into training data and test data 

from 90:10, 80:20, 70:30 and using the Cross Validation model. KNN works 

through the nearest neighboring value with a value of k = 3 calculated by the 

calculation of Euclidean Distance, and then evaluated using the Confusion Matrix. 

The performance of the KNN algorithm resulted in the highest Accuracy value of 

98.33%, a Precision value of 98.8%, a Recall value of 96.2%, and an F-measure 

value of 97.48%. The performance is obtained from the sharing of training data and 

90:10 test data. The data share results in high performance compared to other data 

shares, including using the Cross Validation model. And the lower the k value, the 

higher the value of the resulting performance. The results show that the 

performance of the KNN algorithm is working well.  
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INTRODUCTION 

Medication error occurs at every stage of the drug administration process, including prescribing, copying, 

dispensing, administering, and monitoring (D, D, & D, 2009). According to reports, evidence shows about a 

quarter of all health care errors (Patel & Balkrishnan, 2010). Medication errors are the leading cause of death and 

loss worldwide (Makary MA and Daniel M). The World Health Organization (WHO) said that worldwide 

medical expenditure is around US$ 42 million per year, or 0.7% of the total amount spent on global health 

(Poulter & Lackland, 2017). One of the treatment errors is improperly administering medicine to patients. 

Medication error is still one of the trends in patient safety issues (Aprilia, Nursalam, & Panji, 2016). In addition, 

the Institute of Medicine (IOM) has stated that a prolonged treatment regimen, incorrect treatment, work 

schedule, family obligations, and conditions affecting health workers are all factors that contribute to a person's 

safety (Mao, Jia, Zhang, Zhao, & Chen, 2015). 

Information technology has a very important use in this situation. Information technology is increasingly 

being used by healthcare organizations to meet the needs of doctors during their projects to articulate their 

operational goals (Amin & Ali, 2017). Machine Learning (ML) is one technology that can be utilized. ML makes 

the work in classifying diseases in the health field easy such as, knowing the type of disease and providing 

results in the form of more optimal images (Telaumbanua, Hulu, Nadeak, Lumbantong, & Dharma, 2019). One 

of the methods that can be used in ML for classification is K-Nearest Neighbor (KNN) (Yuliati & Sihombing, 

2021). KNN is a type of machine learning algorithm that can be applied to problems with classification and 

regression prediction. You only need to specify the number of parallel tests and do not need any more 

parameters, so it is safe to use in the intended location (Xiong & Yao, 2021). Therefore, in this study the authors 

tried to use the KNN algorithm in classifying the types of drugs based on blood pressure levels, cholesterol 

levels, and the ratio of sodium to potassium in the blood, to overcome errors in determining the right type of 

drug for patients. 
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Selecting a value for k is often done during cross-validation. Larger values in k values help in lowering the 

effect of noise levels at the pixel level in training data sets (Murugan, Nair, & Kumar, 2019). Experimental 

findings suggest that the suggested algorithms have excellent classification performance and can significantly 

improve the classification efficiency of KNN algorithms in processing large data sets while maintaining the 

classification accuracy of KNN algorithms (Xing & Bei, 2019). With an accuracy of 96.76 percent, the KNN 

algorithm effectively identifies and detects the selected disease (Hossain & Rahaman, 2019). KNN can 

categorize tweet data related to three different vaccines into favorable, negative, and neutral sentiments (Shamrat 

& Chakraborty, 2021). The KNN classification algorithm can improve classification performance so that it can 

only classify four different diseases (Vaishnnave & Devi, 2019). It is recommended to classify Lao news texts 

using KNN-based techniques that use data normalization and data dimension reduction. Experimental findings 

suggest that the approach has produced positive (Zhou, Li, Zhang, Huo, & Chen, 2020). 

The KNN algorithm has gained popularity as a method for classifying images. Results from KNN 

demonstrate its ability to accurately and successfully classify images while also having a high degree of 

resilience (Pavaloiu, Ancuceanu, Enache, & Vasilateanu, 2017). There is additional study on the use of KNN to 

image classification in the categorization of medicinal plants that focuses on the form characteristics of the plant 

(Vaishnnave, Suganya Devi, Srinivasan, & Arutperumjothi, 2019). KNN can give results with great accuracy, 

according to a number of earlier research. For instance, research on face categorization using KNN yields an 

accuracy of 81 percent when k = 1 (Wirdiani et al., 2019). 

 

METHOD 

The stages carried out by the author in the application of the KNN Classification algorithm include; Data 

Collection, Data Transformation, Data Sharing, Application of KNN Algorithms, and Evaluation. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Stages of KNN Classification 

 

Data Collection 

 In this study using patient data on the type of drug based on blood pressure levels, cholesterol levels, and the 

ratio of sodium to potassium in the blood taken from kaggle. The attributes of the data include; age, gender, 

blood pressure level, cholesterol level, sodium to potassium ratio in the blood, and type of medication. The data 

collected was 200 data as in table 1. 

Table 1 

Patient Data 

No Age Gender Blood Pressure Cholesterol Sodium Potassium Ratio Drug Type 

1 23 P HIGH HIGH 25,355 Drug Y 

2 47 L LOW HIGH 13,093 Drug C 

3 47 L LOW HIGH 10,114 Drug C 

4 28 P NORMAL HIGH 7,798 Drug X 

5 61 P LOW HIGH 18,043 Drug Y 

6 22 P NORMAL  HIGH 8,607 Drug X 

7 49 P NORMAL HIGH 16,275 Drug Y 

8 41 L LOW HIGH 11,037 Drug C 
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9 60 L NORMAL HIGH 15,171 Drug Y 

10 43 L LOW NORMAL 19,368 Drug Y 

… … … … … … … 

… … … … … … … 

200 40 P LOW NORMAL 11,349 Drug X 

 

Data Transformation 

 Data transformation is carried out to convert category data into nominal data on multiple attributes to 

facilitate the classification process (Kartini, Farmadi, & Nugrahadi, 2022). The process of transforming data into 

a certain format form so that the data is suitable for the data mining process (Putri, Purnamasari, Dikananda, 

Nurdiawan, & Anwar, 2021). 

 

Data Sharing 

 The trainer data and the test data are separated from the preprocess data. The ratio of training data to test data 

is 90:10, 80:20, and 70:30, respectively, and is compared with the distribution of data using cross-validation 

methods (Voulodimos, Doulamis, Doulamis, & Protopapadakis, 2018). Cross Validation is a statistical technique 

for calculating the capabilities of machine learning models (Houcine, Mezache, & Oudira, 2019). The training 

set is divided into sections with cross-validation that are approximately the same size. The remaining sections are 

used as training data while each section is alternately selected as test data. Next, the class labels from the test 

data are predicted using a prediction model developed on the trainer data. Prediction accuracy in all blind tests is 

then collected to provide an estimate of overall performance after the process has been repeated until each area 

has been covered once (Baumann, 2003). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Konsep Cross Validation 

KNN Algorithm 

 An effective way to solve classification problems is through supervised machine learning methods (Arslan & 

Arslan, 2021). By calculating the distance between the observed sample and its closest neighboring sample K, 

the class in which the new observation data are located is identified during the prediction phase (Arslan & 

Arslan, 2021). To determine the distance of the nearest neighbor using the euclidean distance calculation on 

equation 1 with the value of k is an odd number. 

 

𝑑𝑖𝑠𝑡𝑖 = √∑ (𝑥2𝑖 −  𝑥1𝑖)2𝑝
𝑖=1   (1) 

 

Evaluation 

 The Confusion Matrix model was used to evaluate categorization in this study. The two-class confusion 

matrix is a contingency table that shows how many items were correctly predicted and how many were 

misclassified each time the researcher used an algorithm to separate elements from a data set containing two 

conditions (for example, positive and negative) (Anita & Bajusz, 2019). True positives (TP) refer to data that the 

algorithm correctly identifies as positive, while false negatives refer to data that the algorithm incorrectly 

identifies as negative (FN). False positives are elements that are mistakenly expected to be positive, while true 

negatives (TN) are negative elements that are accurately identified as negative (FP) (Chicco, Tötsch, & Jurman, 

2021). Based on the confusion matrix, classification performance can be calculated such as accuracy, precision, 

recall, and F-measure (AmaliaLuque). Determine the accuracy value in equation 2, the precision value in 

equation 3, the recall value in equation 4, and look for the F-measure value in equation 5. 

: 

: 

k-fold 

test Train on (k – 1) split 
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 𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
𝑇𝑃

𝐷𝑆
    (2) 

 

 𝑃𝑟𝑒𝑠𝑖𝑠𝑖 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (3) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (4) 

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2(𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑠𝑖𝑠𝑖)

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑠𝑖𝑠𝑖
  (5) 

        

RESULT 

The data obtained from the Kaggle site on drug type data for patients has 6 attributes presented in table 2. The 

label on these attributes is medicine. 

Table 2 

Patient Data Attributes 

Attribute Information 

Age Age of Adolescence to Adulthood (Years) 

Gender M/F 

Blood Pressure High/Normal/Low 

Cholesterol High/Normal 

Sodium Potassium Ratio Ratio of Sodium to Potassium in the Blood (mmHg) 

Drug Drug Type Class 

 

 The data on the blood pressure attribute is transformed into data in the form of numbers, namely 0 for high 

blood pressure levels, 1 for normal blood pressure levels, and 2 for low blood pressure levels. Meanwhile, the 

data on the sex attribute was transformed into 0 for the male sex and 1 for the female sex. The data on the 

cholesterol level attribute is transformed into 0 for high cholesterol levels and 1 for normal cholesterol levels. It 

can be seen that the data becomes as in table 3. 

 

Table 3 

Patient Data Transformation 

No Age Gender Blood Pressure Cholesterol Sodium Potassium Ratio Drug Type 

1 23 1 0 0 25,355 Drug Y 

2 47 0 2 0 13,093 Drug C 

3 47 0 2 0 10,114 Drug C 

4 28 1 1 0 7,798 Drug X 

5 61 1 2 0 18,043 Drug Y 

6 22 1 1 0 8,607 Drug X 

7 49 1 1 0 16,275 Drug Y 

8 41 0 2 0 11,037 Drug C 

9 60 0 1 0 15,171 Drug Y 

10 43 0 2 1 19,368 Drug Y 

… … … … … … … 

… … … … … … … 

200 40 1 2 1 11,349 Drug X 

 

 The results of the data transformation in the table above are carried out a classification process using the 

KNN algorithm by dividing the data into training data and test data using a cross validation model with a fold 

number of 10. And the division of training data and test data manually as in table 4. 

 

Table 4 

Training Data Sharing and Test Data 

Train Data : Test Data % Train Data  Test Data 

90 : 10 180 20 

80 : 20 160 40 

70 : 30 140 60 
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Furthermore, training data and test data testing were carried out using the KNN algorithm against a 

predetermined K value, namely k = 3 using Rapidminer software. From the tests that have been carried out using 

the KNN classification algorithm, it shows the confusion matrix of each training data and the test data can be 

seen in tables 5, 6, 7 and 8. The results of the calculation with training and test data 90: 10 k values = 3 can be 

seen in table 5. The confusion matrix of the overall predictions for the type of drug has a TP value of 177 data, 

an FP value of 3 data, and 0 data for FN. So that it is in accordance with the number of data tested, which is 180 

data. The accuracy value of the test is 98.33%. 

 

Table 5 

Confusion Matrix Result 90 : 10 

n = 200 True. DrugY True. DrugC True. DrugX True. DrugA True. DrugB 

Pred. DrugY 82 0 0 0 0 

Pred. DrugC 0 14 0 0 0 

Pred. DrugX 0 0 49 1 2 

Pred. DrugA 0 0 0 20 0 

Pred. DrugB 0 0 0 0 12 

 

 The results of the test with training and test data 80: 2 k values = 30 can be seen in table 6. The Confusion 

Matrix of the overall predictions for the type of drug has a TP value of 157 data, an FP value of 3 data, and 0 

data for FN. So that it is in accordance with the number of data tested, which is 160 data. The accuracy value of 

the test is 98.12%. 

 

Table 6 

Confusion Matrix Result 80 : 20 

n = 200 True. DrugY True. DrugC True. DrugX True. DrugA True. DrugB 

Pred. DrugY 73 0 0 0 0 

Pred. DrugC 0 13 0 0 0 

Pred. DrugX 0 0 43 1 2 

Pred. DrugA 0 0 0 17 0 

Pred. DrugB 0 0 0 0 11 

 

 The results of the test with training and test data 70: 30 k values = 3 can be seen in table 7. The Confusion 

Matrix of the overall predictions for the type of drug has a TP value of 137 data, an FP value of 3 data, and 0 

data for FN. So that it is in accordance with the number of data tested, which is 140 data. The accuracy value of 

the test is 97.86%. 

 

Table 7 

Confusion Matrix Result 70 : 30 

n = 200 True. DrugY True. DrugC True. DrugX True. DrugA True. DrugB 

Pred. DrugY 64 0 0 0 0 

Pred. DrugC 0 11 0 0 0 

Pred. DrugX 0 0 38 1 2 

Pred. DrugA 0 0 0 15 0 

Pred. DrugB 0 0 0 0 9 

 

 The test results using the cross validation model can be seen in table 7. The Confusion Matrix of the overall 

predictions for drug types contained 13 TP values, 28 FP values, and 32 data for FN. Meanwhile, the number of 

data tested was 198 data. So there are 2 unclassified data. The accuracy value of the test is 70.00%. 

 

Table 8 

Test Results K-Folds 10 

n = 200 True. DrugY True. DrugC True. DrugX True. DrugA True. DrugB 

Pred. DrugY 84 0 3 1 1 

Pred. DrugC 0 4 2 3 0 

Pred. DrugX 1 7 34 10 8 

Pred. DrugA 2 3 7 9 0 

Pred. DrugB 2 2 8 0 7 
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 The results of all tests carried out showed the highest accuracy values with a value of k = 3 were on the 

training data and test data of  90 : 10, the highest precision at 90 : 10 and 80 : 20, the highest recall at 90 : 10, 

and the highest F-measure at 90 : 10. It can be seen in the table 9. 

 

Tabel 9 

Comparison of Performance Value Results 

Train Data : Test Data % Accuracy Precision Recall F-measure 

90 : 10 98,33% 98,8% 96,2% 97,48% 

80 : 20 98,12% 98,8% 95,8% 97,27% 

70 : 30 97,86% 98,6% 95,4% 96,97% 

Folds 10 70,00% 52,5% 53,2% 54,18% 

 

DISCUSSIONS 

The KNN algorithm in classifying the type of drug for patients based on the parameters of cholesterol level, 

level, blood pressure level, and the amount of Sodium to Potassium in the blood, shows excellent classification 

performance. The data testing using Rapidminer software, starting with data import, data sharing through 4 

stages, determining the K value, and measuring algorithm performance, shows that the larger the training data, 

the better the performance of the KNN algorithm. Evidenced by the highest accuracy value of 98.33%, precision 

98.8%, recall 96.2%, and F-measure 97.48% on the number of training and test data 90: 10. Then the second 

highest is the training data and test data 80: 20, with an accuracy value of 98.12%, precision of 98.8%, recall of 

95.8%, and F-measure of 97.27%. And ranked third by the test training data 70: 30, with an accuracy value of 

97.86%, precision of 98.6%, recall of 95.4%, and F-measure of 96.97%. The comparison of these results did not 

experience a significant decrease in performance. However, it is much different from the performance resulting 

from the Cross Validation model. The results showed that the values of Accuracy, precision, recall, and F-

measure decreased by approximately 20 to 30%. 

 Meanwhile, testing the K value with each data share that has been carried out proves that if the K value is 

increased, the level of accuracy, precision, recall, and F-measure decreases. All tests performed with varying 

amounts of data percentages showed consistent matrix values. This proves that the KNN classification algorithm 

works well. So that the comparison of training data and different test data results in different values of accuracy, 

precision, recall, and F-measure. Only experienced a decrease of approximately 1% to 2%.  

Then the authors tried to do the test using a cross validation model in the division of test data. The value of 

the folds is determined 10 times repeatedly tested. This results in low performance compared to manual data 

sharing. However, if the model cross validation is carried out by increasing the Value of folds, it will result in 

higher levels of accuracy, precision, recall, and F-measure. 

 

1. CONCLUSION 

The conclusion that the author can convey in this study is that the KNN classification algorithm can work 

well for classifying drug types for patients based on blood pressure levels, cholesterol levels, and the amount of 

sodium to potassium in the blood. The results of this study showed good performance when the value of k = 3 

and the value of training data and test data were 90 : 10. With the highest accuracy value of 98.33%, precision of 

98.8%, recall of 96.2%, and F-measure of 97.48%. And experience a decrease in performance when using the 

cross validation model. By using the KNN algorithm, it is hoped that it can help doctors to determine the right 

type of medicine for patients based on the patient's condition. Then the author suggests that for the next writing, 

the development of a cross validation model with the Electre algorithm is used. 
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