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Abstract: Changes in people's transaction behavior using the internet resulted in the 

exponential growth of e-commerce. With the growth of digital shopping transactions, 

it is difficult to predict customer segments and patterns using traditional 

mathematical models. Timely identification of emerging trends from large volumes 

of data plays a major role in business processes and decision making. This is different 

from previous research works that apply the RFM model based on K-Means 

Clustering to find potential customers as an ingredient in determining marketing 

targets. In this study, a clustering technique approach is proposed to classify 

customer data which is evaluated using the Davies Bouldin, Calinski Harabasz and 

Silhouette methods to determine the optimal number of clusters, then the results are 

used in the Apriori algorithm to find patterns of goods that are often purchased 

together. Based on the test results on the K-Means Clustering, Spectral Clustering, 

and Gaussian Mixture Model techniques produced 5 clusters with 76% more 

accurate the K-Means Clustering method than the other two methods so that it was 

determined as a method in the RMF model, then the results of customer grouping 

were used on the Apriori algorithm to find patterns of concurrent product purchases 

by customers that are expected to be useful in future marketing management. 
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INTRODUCTION 

The development of internet has changed the way of individuals shop, communicate, disseminate information 

and conduct business transactions. Changes people's transaction behavior using internet resulted in exponential 

growth of e-commerce. In addition, e-commerce is not only for buying products online, but also for comparing 

prices, features, and can also make payments for electricity, water and others. (T. Sai Vijay, S. Prashar, and V. 

Sahay, 2019). With the growth of today's digital shopping transactions, it becomes difficult to predict customer 

segments and patterns using traditional mathematical models. Timely identification of emerging trends from large 

volumes of data plays a major role in business processes and decision making. Huge volumes of data exist, but 

companies are thirsty for knowledge(O. Piskunova and R. Klochko, 2020). Customer Segmentation(CS) aims to 

target valuable customers and develop marketing activities by dividing customers into smaller homogeneous 

groups so that marketing strategies can target each group individually(D. Kamthania, A. Pahwa, and S. S. 

Madhavan, 2018). Customer Segmentation with clustering algorithm is one of the most widely used algorithms. 

Clustering technique minimizes intra-cluster distance and maximizes distance between clusters for data 

segmentation(Y. Cheng, M. Cheng, T. Pang, and S. Liu, 2021), In addition, customer behavior analysis(J. Wu et 

al. 2020; Dedi, M. I. Dzulhaq, K. W. Sari, S. Ramdhan, R. Tullah, and Sutarman, 2019; . Wu et al., 2020) RFM 

(Recency Frequency Monetary) model is one of the solutions that need to be considered in marketing analysis. 

The application of clustering algorithms has been proposed in many works such as, (S. G. Carbajal, 2021) 

applying a clustering algorithm for automatic classification of customers can identify several types of customers, 

and the dynamics of their behavior in the store. Furthermore (J. Wu et al.,) applied K-Means++ for User Value 

Identification Based on the Enhanced RFM Model and (M. Pohludka and H. Štverková, 2019) to analyze the use 

of CRM (Customer Relationship Management) systems in small and medium enterprises (SMEs). The application 

of K-Means Clustering on the RFM model can accurately extract the buying behavior characteristics of each type 

of customer and create an accurate marketing strategy(J. Wu et al., 2020).  
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Recently the clustering algorithm approach with Association Rules Mining in marketing, such as(M. Ryu, K. 

Il Ahn, and K. Lee, 2021) using an item assignment model based on associations between items used to place 

items in a retail or e-commerce environment to increase sales, then (Y. Cheng, M. Cheng, T. Pang, and S. Liu, 

2021) propose a cross-marketing model based on an improved sequential pattern mining algorithm. In the works 

(W. J. Chen, M. J. Jhou, T. S. Lee, and C. J. Lu, 2021) integrates Association Rules Mining to build a prediction 

model for basketball results with the aim of providing useful information for operations in the sports market. In 

recent years the application of clustering algorithms like K-Means, dbscan, K-Means++, Hierarchical clustering 

and others have proven to be accurate for customer segmentation with different purposes, but several recent works 

report the application of combined clustering with association rule mining. has produced useful information on 

marketing strategies, such as (Y. Han, D. Yu, C. Yin, and Q. Zhao, 2020) propose a new and efficient algorithm 

for finding basic knowledge in the form of Temporary Association Rules(TARs) in the Blast furnace iron 

manufacture data, then (S. Guney, S. Peker, and C. Turhan, 2020) integrate clustering and mining of association 

rules to analyze and profile customers in the service Video on Demand (VoD). 

Inspired by previous work, in this study we propose a different clustering algorithm (K-Means Clustering, 

Spectral Clustering, dan Gaussian Mixture Model) on the RFM model to break down the profile of large customers 

into much smaller segments and to gain insight into the detailed behavior of customers then Association Rules 

Mining with Apriori algorithm is used to find sets of frequently purchased items together using association rules 

analysis which is expected to be useful as a recommendation system 

 

LITERATURE REVIEW 

In recent years the application of clustering algorithms like K-Means, dbscan, KMeans ++, Hierarchical 

clustering and others have been shown to be accurate in their application to segmentation of customers with 

different objectives, but several recent works reporting the application of combined clustering with association 

rule mining have yielded useful information on marketing strategies, like (Y. Han, D. Yu, C. Yin, and Q. Zhao, 

2020) propose a new and efficient algorithm for finding basic knowledge in the form of Temporal Association 

Rules (TARs) in the Blast furnace iron manufacturing data, then (M. Ryu, K. Il Ahn, and K. Lee, 2021) applying 

Association Rules Mining to identify useful relationships between large data sets and association rule mining can 

provide new insights to decision makers, in particular the proposed model is used to place items in retail or e-

commerce environments to increase sales based on hybrid genetic algorithms and (S. Guney, S. Peker, and C. 

Turhan, 2020) integrate clustering and mining of association rules to analyze and profile customers in the service 

Video on Demand (VoD). 

 

METHOD 

In this study, this type of research uses qualitative research, where this qualitative research is descriptive and 

tends to use analysis by grouping data to find a pattern of what is learned and compare it with the concepts that 

exist in several sources. The datasets were obtained from survey results in several European countries, namely: 

United Kingdom, Francis, Jerman, Spanyol. 

 
Figure 1. Proposed method 

Pre-processing 

Data cleaning which includes missing values, smooth noise data, identify and remove outliers, resolve 

inconsistencies. The process of data integration from several databases and data transformation in the form of 

normalization and aggression. 

Feature Engineering 
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Selection of data subsets that are relevant to the problem from the existing set of features, without transforming 

and combining all features to improve predictability, followed by pre-processing that obtains raw features so that 

the exact amount of data is not always large. 

Clustering Model 

The process of grouping data into several clusters or groups so that data in one cluster has a maximum level of 

similarity and data between clusters has a minimum similarity. 

Assosiation Rule Mining 

Data mining techniques to find associative rules between a combination of items. 

Evaluasi Model 

The pattern of information generated from the data playing process needs to be displayed in a form that is 

easily understood by interested parties. 

RESULT 

In this study, all experiments and tests used python 3.7, jupyter notebook, pandas, numpy with device 

specifications Intel Core i5, 8 Ghz, Win 10. The stages of testing were pre-processing, data cleaning, data analysis 

exploration, application of clustering techniques (K). -Means Clustering, Hierarchical, and DB Scan) and finally 

the results of the grouping will be used in the a priori algorithm to find product patterns. 

4.1. Pre-processing 

At this stage it is done to take a quick look at the dataset to be analyzed and see how we can make it better and 

more efficient for further analysis. First, import the dataset using pandas as shown in table 1. 

Table 1 Dataset 

 
In table 1 is a summary of the dataset that will be used in this study, the total data is 541,909 rows and 8 columns. 

In the InvoiceDate column, the format will be changed, besides that the data still has some odd and irregular values 

in the 'UnitPrice' and 'Quantity' columns. This data will be deleted to prevent it from negatively affecting the 

analysis. Then in the 'StockCode' column, some transactions are not actually products, but are costs or fees related 

to post or bank or other transactions that are not actually needed in the data. 

Furthermore, for needs analysis will add useful features for future analysis. The features that will be added for 

now are the FinalPrice of each transaction and the month and day in which the transaction occurs, which can be 

taken from the 'InvoiceDate' attribute. Then there are also some wrong 'CustomerID' where there are two different 

countries with the same 'CustomerID'. 

This duplicate value will be fixed by grouping the dataframe by 'CustomerID' and if any customer has more 

than two countries, will replace the incorrect value with the customer country mode value. The results of the overall 

adjustment of the data will be saved into a file that will be used for further analysis, the results of the preprocessing 

data can be seen in the table 2. 
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Table 2 Pre-processing Result 

 
  

3.2. Explorasi Data Analisys (EDA) 

In this section, we describe the analytical data exploration method to visualize the data and create reports that 

are useful for getting to know and have a clearer vision of the data. For this section, first import the data then 

convert the index to datetime so that it can work on the time series data, then from the dataset a report is generated 

showing the featured products sold worldwide. 

There are two indicators that can show how much benefit is obtained from each product. Figure 2 (a) shows the 

top 20 products that are most purchased by customers and 2 (b) is the product that brings the most financial 

benefits, while Figure 3 is a statistical visualization of product returns.  

 
                                     (a)                                                                                                   (b) 

Figure 2  Best Selling Products (a) Based Quantity , (b) Based value 

  

 
(a)        (b) 

Figure 3. Product Statistics (a) returned, (b) most customers return products 

In the following chart is the trend of sales throughout the year on a weekly basis. In figure 4 (a) is a graph of 

weekly sales and (b) is weekly returns by customers. After the sudden decline in January, we can see an almost 

increasing sales trend. For product returns, except for the second week of October, it is almost unchanged but with 

a slight increase.  
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    (a)             (b) 

Figure  4. Weekly Sales Trends (a) Sales, (b) Returns 

The next analysis looks at how many products are sold and returned abroad. Since Great Britain has the majority 

of sales and will not provide useful information, it is necessary to present it in a better and more informative way. 

The results of this analysis, as shown in Figure 5, are mostly sold in the Netherlands and mostly returned in Ireland 

(EIRE).  

 
(a)        (b) 

Figure 5. Analysis of Sales out (a) Sales, (b) returns 

Another statistical analysis that can be used for planning ahead is how many customers are repeat customers, 

meaning they buy the product more than once. In Figure 6 the first graph plot (on the left) can be seen that almost 

70% of customers are repeat customers, while the second plot (on the right) also shows which country's customers 

repeat transactions the most.  

 
Figure 6. Planning Analysis for the future 

 

3.3. Clustering Technique Analysis 

The last section will summarize the results by dividing customers into groups by assigning new customers to 

clusters based on their behavior. The steps taken for customer segmentation are dividing customers from the UK 
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and non-UK customers. The next step is to group the data by customer and choose a way to aggregate the values 

on it. Before starting the process, scaling the numerical features to avoid the negative effects of feature magnitudes 

can also speed up the process. Table 3.3 is the result of scaling the dataset into numerical features, the process is 

carried out by categorizing based on the customer country category and this data can also take into account 

categorical variables. 

In this type of method it is necessary to give the algorithm the right number of clusters. Therefore, in this study 

3 methods are proposed to determine the optimal number of clusters, namely Davies Bouldin, Calinski Harabasz 

and Silhouette. The average value of the three methods will determine how similar the data points to the cluster 

are compared to other clusters (using Euclidean distance). The results of the comparison of the three methods to 

the number of clusters can be seen in table 4 

Table 3. Feature scale 

 
 

Table 4. Comparison of the Number of Clusters 

 
  

In table 4, it can be seen the results of the comparison of the Davies Bouldin, Calinski Harabasz and Silhouette 

methods against the three clustering methods. The results of the experiments conducted there are three clustering 

methods that can determine the number of clusters. The result of the number of clusters in the K-Means Clustering 

algorithm based on Davies Bouldin is 5 with a value of 76%, Calinski Harabasz 5 and Silhouette are 3, then 

Gaussian Mixture Model 5.5.3 and finally Spectral Clustering produces 3.5.5 for the three methods. 

Based on these results, it was decided to apply the K-Means Clustering algorithm to be applied in the RFM 

model. The results of applying K-Means Clustering to the RFM model can be seen in Figure 7. The RMF model 

is useful for breaking up large customer profiles into much smaller segments and for gaining insight into the 

detailed behavior of customers.  
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(a) 

 
(b) 

 
© 

Figure 7. RMF model cluster results 

In the Recency plot, the Cluster0 value has a low recentness, which is not significant. Clusters 1 and 2 have high 

novelty, indicating that they are more susceptible to marketing. Cluster 3 has high current value or regular 

customers and cluster 4 is new customers. 

In the Monetary box Plot for Cluster 0 has the lowest value indicating that they have the lowest affordability. 

Cluster 1 is a heavy shopper, then Cluster 2 comes in the middle and 3.4 repeat customers. 

On the Plot side of the Frequency box, Cluster 0 has a low frequency, meaning that customers do not frequently 

make transactions, Cluster 1,2 has a better frequency, indicating that they are generally more satisfied and cluster 

3,4 is a regular and new customer. 

3.4. Apriori Algorithm Based on K-Means Clustering 

In the previous section the results of the K-Means Clustering grouping resulted in 5 customer groups based on 

the RFM model, then the data from the five customer groups will be applied to the Apriori algorithm to find 

patterns of products that are often purchased together which are expected to be useful for marketing management 

in determining the products to be purchased. offer or promote to customers. The following reports the results of 

product patterns that are often purchased simultaneously, which can be seen in Figure 8.  

Cluster 0 

 
 

Cluster 0 
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Cluster 1 

 
 

Cluster 2 

 
Cluster 3 
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Cluster 4 

Figure 8. Apriori Result Based K-Means Clustering 

 In Figure 8, the a priori results are set with min_support=0.03, metric = 'lift' and min_threshold=0.5. The data 

displayed is in accordance with the results of grouping with the number of clusters=5 and each cluster will display 

data on products that are often purchased together. These a priori results can be used as input for store owners to 

increase marketing targets in the future. 

 

CONCLUSION 

This study discusses the application of the resulting clustering technique used in the a priori algorithm to find 

products that are often purchased by customers simultaneously. In contrast to the previous work which focused on 

applying clustering to the RFM model to find potential customers, the potential product that customers buy most 

often is an integral part of marketing management. Product information is very important to determine marketing 

targets, such as products that are most often purchased by customers, which can be used as a reference to increase 

stock and placement adjacent to the product. 

Based on test results on Association Rules Mining with the Apriori algorithm to find products that are often 

purchased by customers based on the RFM model grouped with K-Means Clustering, Exploration data analysis is 

very useful for understanding data in visual form. The proposed clustering technique was evaluated using Davies 

Bouldin, Calinski Harabasz and Silhouette to find the number of clusters. The K-Means clustering technique 

produces 76% accuracy with 5 clusters and is preferred over other techniques because it is faster than the Gaussian 

Mixture Model and Spectral Clustering. The results of the K-Means clustering have been successfully applied to 

the Apriori algorithm to find patterns of purchasing goods by customers. The results of the Apriori algorithm can 

be used by management to determine more optimal marketing targets. 
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