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Abstract: One of the requirements for graduating from the undergraduate level for universities in Indonesia is writing a final project or thesis. In order to graduate, of course, it is greatly influenced by the desire and strong spirit of the students and also the guidance of the supervisor. In determining the supervising lecturer, special attention must be paid to the field. Usually the selection of lecturers for thesis supervisors is determined by the study program through a meeting of lecturers in order to determine which lecturers are considered according to the title of the student and in accordance with the research of the supervisor. However, this method is a bit inconvenient and also quite time-consuming considering the number of students is more than a hundred and continues to grow every year. In this study, the thesis supervisor was classified based on the title proposed by the student. The methodology that will be used in this research is the Cross-Industry Standard Process for Data Mining (CRISP-DM) methodology whose stages are: Business Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and deployment, as well as using Generative Pre-Technology. trained Transformers 3 (GPT-3)
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INTRODUCTION

Currently the development of information technology is very fast, every year, month, week, day, hour, minute, even second, technology is discovered or developed. Of course all of this develops according to what is needed by us as humans who almost all fields require technology ranging from industry, education, government, and even agriculture also need technology. From the statement above, it is stated that education is a field that requires technology. Education is a necessity for the people of Indonesia to change humans from being helpless to life into human beings who are efficient, and are expected to be able to produce quality human resources that can contribute to a dignified Indonesian nation (Japar et al., 2018). The level of education in Indonesia is divided into four stages, namely early childhood, elementary, middle, and high. At the age of 3 to 4 or 5 years, they enter early childhood education or kindergarten, continue to elementary school for 6 years, then continue to secondary education, namely 3 years for junior high school and 3 years for high school, and the last one is college(Sesiomadika & 2019, n.d.).

One of the universities in Indonesia is the Garut Institute of Technology which is located in the Garut area of West Java. Garut Institute of Technology is a higher education institution that always produces good graduates and every year continues to increase(Sintiani et al., 2017). One of the requirements to graduate from the Garut Institute of Technology and all universities is to have completed a thesis course. Thesis is a requirement to be able to get a bachelor's degree or a bachelor's degree in all universities in Indonesia(Teknologi & 2017, n.d.). To help students complete their thesis assignments, a supervisor is needed who is in charge of providing constructive direction in determining the title, methodology, writing format and so on (Pendidikan & 2019, n.d.). Usually, the determination of the thesis supervisor is determined by the study program through a lecturer meeting to determine which lecturer is in accordance with the title proposed by the student. However, this method is a bit inconvenient and also quite time-consuming considering the number of students who are not small(Abdullah et al., n.d.).

The application of data mining is needed in order to be able to find a relationship or pattern and trend from large data sets using statistical and mathematical techniques.(Listiani et al., n.d.). One of the data mining techniques is classification, classification is a job to assess a data object, then put it into a certain class from the
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number of classes that are already available. Classification performs modeling based on existing training data, then the model is used to classify it on the new data. Classification can be interpreted as an activity of conducting training (training) on the target function that maps each set of attributes or features into one number of class labels that are already available (Utomo et al., 2020).

Several previous studies related to this research, the first entitled "Detecting Hate Speech with GPT-3." Sophisticated language models such as GPT-3 OpenAI can produce hate speech texts that target marginalized groups. The researcher uses GPT-3 to identify sexist and racist parts of the text using the zero-, one-, and few-shot learning methods. The next research is entitled "Computer-Based Decision Making With Simple Multi Attribute Rating Technique Method in Determining Supervisors". This research was made a system with a decision-making technique using the Simple Multi Attribute Rating Technique (SMART) method with the aim of providing a supervisor recommendation for each proposed title.(Putra & Djasmayena, 2020).

Based on the background of the problem above, this study will discuss the Implementation of Generative Pre-trained Transformer 3 (GPT-3) Classify-Text Technology in Determining Thesis Supervisor Based on the Title Proposed by Students.

**METHOD**

Methods and problem solving in data mining that are commonly used in the world of business and research are using the CRISP-DM method. The stages in this methodology consist of six stages, namely Business Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and Deployment(Hasanah et al., 2021). This methodological process consists of 6 stages as shown in Fig. 2.1.

![Fig. 2.1. Phases of the CRISP-DM Reference Model](image)

The following is an illustration and a brief description of each phase in CRISP-DM:

1. **Business Understanding**
   Several things are done at this stage such as understanding the needs and goals from a business point of view then interpreting knowledge into the form of defining problems in data mining and then determining plans and strategies to achieve data mining goals;

2. **Data Understanding**
   At this stage, it begins with collecting data, then describing the data, then evaluating the quality of the data;

3. **Data Preparation**
   At this stage, the final dataset is created from the raw data that has been prepared earlier. Things that can be done in this stage are data cleaning or data cleaning, then data selection or data selection, attributes, and records, also transformations can be carried out on data which can later be used as suggestions or input in the modeling stage, or can be called Data Transformation;

4. **Modeling**
   In this stage, machine learning will be involved directly which will later be useful for determining algorithms from data mining, data mining techniques, and tools for data mining. This research uses the GPT-3 Classify-text technology to be able to determine the thesis supervisor based on the proposed title;
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5. Evaluation
At this evaluation stage, it is done by looking at the results or performance levels obtained by the algorithm. Confusion Matrix is one of the benchmarks or parameters that will be used to evaluate the results of this algorithm modeling, by looking at the rules of precision, recall, and accuracy values.
The confusion matrix can provide an assessment of the performance of the classification model based on the number of objects that are predicted correctly and incorrectly in order to obtain accuracy values and others (Nugraha et al., n.d.). Confusion Matrix is a matrix in the form of a table that serves to record classification performance (Prasetyowati, 2017). The problem solved in the Confusion Matrix is binary classification for two classes. With the Confusion Matrix, the performance of the classification system can be measured properly.

6. Deployment
This stage is done by making reports and journal articles using the resulting model.

RESULT
After passing the CRISP-DM phase, there is a csv file containing 824 datasets of journal titles along with the names of their lecturers obtained from the published journals of each lecturer, then the data is re-formatted by translating data from foreign languages into Indonesian, and change the file form from .csv format to JavaScript Object Notation (JSON) Lines or .jsonl format where the text is the title of the research from the lecturer and the label is the name of the lecturer himself. After the data has been collected, classification is then carried out to determine the thesis supervisor based on the title submitted by the student using the GPT-3 Classify-text technology with the following steps:

7. Uploading labeled examples
The data that has been converted into .jsonl format with the label of each lecturer is then uploaded to OpenAI via the terminal in the manner shown in Fig. 3.1

```
curl https://api.openai.com/v1/files
   -H "Authorization: Bearer Key_API"
   -F purpose="classifications"
   -F file=@train.jsonl
```

**Fig 3.1 JSON Lines File Upload Script**

Then the response from the script above is the id of the file which will later be used in modeling classify-text, model, status, purpose, and others. For details, it is listed in Fig 3.2

```
{
  "id": "file-7x94MgLgaxr3PePZn6gSP58X",
  "object": "file",
  "bytes": 98689,
  "created_at": 1631962840,
  "filename": "train.jsonl",
  "model": null,
  "purpose": "classifications",
  "status": "uploaded",
  "status_details": null
}
```

**Fig 3.2 Upload Script Response**

8. Querying classifications
At this stage, after the data preparation is complete, in order to determine the recommendation for the thesis supervisor, you must access the OpenAI GPT-3 Classify-Text Application Programming Interface (API) via the backend. There are several APIs that can access OpenAI which are registered on the official OpenAI website. What I will use is from Nikita Jerschow, for the API it will be explained in Figure 3.3
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In Figure 3.3, it can be seen that for the API from OpenAI there is some data needed to carry out the process of determining the thesis supervisor. The first is "file", this file contains the dataset that has been converted into .jsonl format in the previous stage. The second "query", the query is the data to be trained or classified, namely the title submitted by the student. For "search_model" and "model" both are engines that are used, there are 4 types of engines provided by OpenAI but why do researchers choose "ada" and "babbage" because they are cheaper and the results after trying and comparing are not much different. For "max_example" is the limit of the results that have been obtained, the researcher limits it to 5 maximum results.

9. Estimating probabilities of classification labels

By setting the logprobs parameter and processing the top_logprobs returned in the result, it is possible to estimate the predicted probability of each classification label. There are a few tips on how to format labels for better probability estimation:

- All labels must be written in capital letters. Otherwise, the input label will be formatted on the backend;
- Each label must begin with a whitespace when encoded by the tokenizer;
- It is highly recommended that each label is a single token word. If each label is a single token, the calculated probability will be exact. Otherwise, the probabilities are approximate.

In order to measure the success rate of this research, an external evaluation model is used, namely the Confusion matrix. Confusion Matrix is a tool or technology that can be used to measure classification performance. Confusion Matrix is a matrix in the form of a table that serves to record classification performance. The problem solved in the Confusion Matrix is binary classification for two classes. With the Confusion Matrix, the performance of the classification system can be measured properly (Prasetyowati, 2017). Evaluation using the Confusion matrix can produce precision values, recall, and of course accuracy. Accuracy referred to in classification is the percentage of record accuracy of data that is classified correctly after testing the classification results.
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<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td>1</td>
<td>82</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>1</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A4</td>
<td>2</td>
<td>2</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A5</td>
<td>1</td>
<td>20</td>
<td></td>
<td>34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A6</td>
<td>1</td>
<td>8</td>
<td></td>
<td></td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A7</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>13</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A8</td>
<td>1</td>
<td>11</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A9</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A10</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A11</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A12</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A13</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A14</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A15</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>8</td>
<td>2</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A16</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A17</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A18</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A19</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A20</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1. Confusion Matrix**
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Accuracy can be said to be perfect if the accuracy reaches 1.00 and is said to be bad if the accuracy is below 0.50 (Agustin et al., n.d.). From table 3.1 it can be seen that the evaluation results using the confusion matrix produce a value of 0.98 or an accuracy of 98%.

**DISCUSSION**

In the implementation of the GPT-3 Classify-text, the thesis supervisor based on the title submitted by the student can add attributes other than the name and title of the research, by increasing concentration in order to determine better accuracy. As well as being able to try OpenAI engines other than Babbage and exist to produce more varied results

**CONCLUSION**

The accuracy resulting from the dataset processing of 823 is able to produce an accuracy value of 98% by implementing the GPT-3 Classify-Text algorithm in recommending thesis supervisors. So it is suitable to be implemented in a thesis supervisor decision support system. With GPT-3 Classify-text technology, it can help in the distribution of supervisors that are relevant to the title submitted by students.
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