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#### Abstract

Question classification is one of the essential tasks for question answering system. This task will determine the expected answer type (EAT) of the question given to the system. Multinomial Naïve Bayes algorithm is one of the learning algorithms that can be used to classify questions. At the classification stage, this algorithm used a set of features in the knowledge model. The number of features used can result in curse of dimensionality if the feature is in high dimension. Feature selection can be used to reduce the feature dimension and could increase the system performance. Chi-Square algorithm can be used to select features that describe each category. In this research, the Multinomial Naïve Bayes is used to classify the question sentences and the Chi-Square algorithm is used for the feature selection. The dataset used is a set of Indonesian question sentences, consisting of 519 labeled factoids, 491 labeled non-factoids, and 185 labeled other. The test results showed an increase in accuracy of 0.1 when used feature selection. System accuracy when used feature selection is 0.87 with the number of features used are 248 . Without feature selection, the accuracy is 0.77 with the number of features used are 1374.
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## INTRODUCTION

Question analysis is one of the essential components in question answering system. This component is used to determine the expected answer type (EAT) and question keywords. The expected answer type is regard to category of the question given to the question answering system. In question analysis component, question classification is one of the essential tasks to classify the question into a category. Question classification role is to predict the form of precise response according to the query (Zulqarnain, et.al., 2021). The primary concern in question analysis is to extract useful information from a given question to be used in subsequent modules to finally generate a correct response (Derici, et. al., 2015). There are two approaches for question classification; rule-based, and machine-learning based (Faiz Ur Rahman Khilji, et. al., 2020). Rule-based approach needs to generate many rules when applied in a different contextual setting (Faiz Ur Rahman Khilji, et. al., 2020). To handle this issue, a machine-learning based approach is introduced. In machine-learning based approach, a set of labeled data is used to get a knowledge model. Then, the classifier classifies new data using the knowledge model.

In classification task, the Naïve Bayes algorithm method is effective and performs better than any other method (Abdurrahman Farisi, et.al., 2019). Naïve Bayes algorithm method is statistical classification algorithm based. It used the Bayes' theorem, to find the conditional probability of happening of two events based on the probabilities of happening of each individual event. Two of Naïve Bayes algorithm methods are used for document classification, Multinomial Naïve Bayes algorithm and Bernoulli Naïve Bayes algorithm. The performance of Multinomial Naïve Bayes algorithm performs slightly better than Bernoulli Naïve Bayes algorithm (Singh, et. al., 2019).

Multinomial Naïve Bayes algorithm uses term frequency to describe how many times does the word occur in a document. Term frequency gives fact that whether the word occur in a document or not as well as its frequency in that document (Singh, et. al., 2019). To predict a category of a text, Multinomial Naïve Bayes
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algorithm multiply the probabilities of the occurrence of all terms in the text against all categories and the one which is higher gives the category to the text. Term used in training phase and testing phase known as feature. Feature dealing with the dimensionality space. Too many features used, will increased the dimensionality space. The curse of dimensionality is a phenomenon that arises when analyzing data in high-dimensional spaces. Issues when dealing data in high-dimensional spaces, such as poor classification accuracy and stalled genetic search (Debie \& Shafi, 2019). To solve this issue, feature selection plays a vital role which is modeled to select the feature set from the greater number of features from the high-dimensional data. Feature selection builds the task becomes simple and gives the higher accuracy (Manikandan \& Abirami, 2021). By feature selection, it will simplify the model by reducing the number of parameters, next to decrease the training time, to reduce overfilling by enhancing generalization, and to avoid the curse of dimensionality (Chen, et. al., 2020). Statistical based algorithm can be used for feature selection is Chi-Square. In this research, the performance of Indonesian Question classification using Multinomial Naïve Bayes algorithm with Chi-Square algorithm will be compared with the performance of Indonesian Question classification using Multinomial Naïve Bayes algorithm without Chi-Square algorithm.

## LITERATURE REVIEW

Question answering system is a system that automatically answers questions in the users' natural language (Hanifah \& Kusumaningrum, 2021). This system consists of three main components: question analysis, document retrieval, and answer finder. In question answering system, predicting the entity type of the answering sentence for a given question is the task of question analysis. This task is done by question classification. Question classification plays an important role in finding or constructing accurate answers (Van-Tu \& AnhCuong, 2016). It can improve the quality of question answering system. In this research, question sentence classifies into three categories. Three categories used in this research are factoid, non-factoid, and other. Classifying a question into a category is supervised learning task in machine learning based. One such algorithm based on supervised learning task is Multinomial Naïve Bayes algorithm.

Multinomial Naïve Bayes algorithm is one of Naïve Bayes Classifiers. It is the statistical classification algorithm based on the Bayes' theorem. Multinomial Naïve Bayes algorithm is widely used in text classification due to its simplicity, efficiency, and efficacy (Jiang, et. al., 2016). This algorithm used set of term known as feature in training phase and in testing phase. Feature dealing with dimensionality space. Too many features used in training phase and testing phase, will increased the dimensionality space. This issue can be solved by using feature selection. Feature selection is an operation of finding out feature words with relatively large effects and removing feature words that have little effects on classification performance (Zai, et. al., 2018). Using feature selection, redundant and irrelevant attributes are removed, then select the most distinct features (Bahassine, et. al., 2020). Feature selection used in this research is Chi-Square algorithm.

Chi-Square algorithm, a statistical based algorithm, is one of the most efficient feature selection methods (Jin, et. al., 2015). In feature selection, there are two variables which refer to the occurrence frequency of feature $t$ and the probability of occurrence of category $c$ respectively. Chi-Square algorithm conducts a significance test on the relationship between the values of feature and the category (Peker \& Kubat, 2021). The Chi-Square formula is related to information-theoretic feature selection functions which try to capture the intuition that the best feature $t_{k}$ for the category $c_{i}$ are the ones distributed most differently in the sets of positive and negative examples of class $c_{i}$ (Bahassine, et. al., 2020). Equation 1 shows the Chi-Square formula.

$$
\begin{equation*}
\text { Chi }-\operatorname{Square}\left(t_{k}, c_{i}\right)=\frac{N(A D-C B)^{2}}{(A+C)(B+D)(A+B)(C+D)} \tag{1}
\end{equation*}
$$

Where, $N$ is total number of documents in the dataset, $A$ is number of documents in category $c_{i}$ that contain the feature $t_{k}, B$ is number of documents that contain the feature $t_{k}$ in other categories, $C$ is number of documents in category $c_{i}$ that do not contain the feature $t_{k}, \mathrm{D}$ is number of documents that do not contain the feature $t_{k}$ in other categories.

## METHOD

In this research, there are five main components. First component is pre-processing. Pre-processing is a process to remove unnecessary data contained in the text that does not match the required process (Sitepu, et. al., 2022). This component used to represent sentence question into a set of term. This set of term known as feature in classification task. To represent question sentence into feature, question sentence has to passed four processes in pre-processing component. Four processes done in pre-processing component are case folding, tokenization, noise removal, and stemming. Case folding changes all characters in question sentence into small case. By using white space, tokenization splits sentence into an array of word. In this research, filtering is done by using noise removal. The last process in pre-processing component is stemming, making word into its stemmed. These stem
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words used as feature in classification task. Second component is feature selection. This component used to select feature using Chi-Square algorithm. Then, weighting the feature using $t f$-idf. $t f$-idf is an unsupervised term weighting method. It is the product of the term frequency component $(t f)$ by the collection frequency component $(C F)$ : term frequency ( $t f$ ) and inverse document frequency (idf) respectively (Mazyad, et. al., 2017). After feature weighting, training is done to get the knowledge model. To get the knowledge model, this research used Multinomial Naïve Bayes (MNB) algorithm.


Fig. 1 Architecture System
Multinomial Naïve Bayes (MNB) algorithm is statistics algorithm based using Bayes’ theorem (Syahputra, et. al., 2022). This algorithm assumes independence among feature once the category they belong to is known. This model is not only described those features appearing in each document but also the frequency of appearance of each feature. Based on this, a high appearance frequency increases the probability of belonging to a particular category (Bermejo, et. al., 2011). In this research, classification is done by using the highest probability of belonging to a particular category to classify question sentence. Then the last component is model evaluation to evaluate the performance of the system. To evaluate the model, this research used a set of Indonesian question sentence. Fig. 1 describes the architecture of this research.

Table 1. Question Sentence Example for Each Category

| Question Sentence | Category |
| :--- | :---: |
| What is meant by symbiotic mutualism? <br> (Apa yang dimaksud dengan simbiosis mutualisme?) | Non-Factoid |
| Who was the first President of Indonesia? <br> (Siapa presiden Indonesia yang pertama?) | Factoid |
| Why do plants need sunlight? <br> (Kenapa tumbuhan membutuhkan sinar matahari?) | Non-Factoid |
| When was the tsunami in Aceh happened? <br> (Kapan peristiwa tsunami di Aceh terjadi?) | Factoid |
| Can you translate this paragraph? <br> (Apakah kau bisa menerjemahkan paragraf ini?) | Other |

Dataset used in this research is a set of Indonesian question sentence labeled with factoid, non-factoid, and other. This dataset consists of 519 question sentences labeled factoid, 491 question sentences labeled nonfactoid, and 185 question sentences labeled other. Factoid question is a question requiring just one answer or statement of fact (Herrera, et. al., 2019). Non-factoid question is question used to gain understanding of something. This type of question mostly using question words, such as 'what', 'why', and 'how'. In science, non-factoid questions represent questions regarding definition, reason, and method (Hanifah \& Kusumaningrum,
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2021). Category 'other' in this research is questions that are not in factoid category and non-factoid category, such as list, yes-no, and opinion. Table 1 presents the example of each category.

## RESULT

This research used 10 -fold cross validation method, which is split dataset into 10 . To evaluate the effect of Chi-Square algorithm in question classification using Multinomial Naïve Bayes algorithm, there are two experiment scenarios. Scenario one tested the question classification using Multinomial Naïve Bayes algorithm without feature selection and scenario two tested the question classification using Multinomial Naïve Bayes algorithm to classify the question sentence and Chi-Square algorithm to select the feature. Table 2 shows the performance of question classification using Multinomial Naïve Bayes algorithm based on precision, recall, fmeasure, and accuracy value. Number of feature used in scenario one is 1374.

Table 2. Performance Question Classification using Multinomial Naïve Bayes Algorithm

| Precision | Recall | F-Measure | Accuracy |
| :---: | :---: | :---: | :---: |
| 0.73 | 0.73 | 0.73 | 0.77 |

In scenario two, we used nine thresholds to select the feature. Table 3 shows number of features used for each threshold in question classification using Multinomial Naïve Bayes algorithm and Chi-Square algorithm. From table 3, the threshold value determines the number of selected features. In classification, feature set influence the learning process of the classifier. The number of features used has an important role in determine the performance of question classification system. A large number of features used, does not guarantee the question classification system will give the best performance. Fig. 2 shows the accuracy of question classification system for each threshold. Threshold with the highest accuracy is 4.5 using 248 features. Table 4 shows the performance of question classification system based on precision, recall, f-measure, and accuracy value using 4.5 as the threshold.

Table 3. Number of Features for Each Threshold

| Threshold | Number of Features |
| :---: | :---: |
| 3 | 318 |
| 3.5 | 309 |
| 4 | 269 |
| 4.5 | 248 |
| 5 | 244 |
| 5.5 | 130 |
| 6 | 118 |
| 6.5 | 109 |
| 7 | 103 |

Table 4. Performance Question Classification using Multinomial Naïve Bayes Algorithm and Chi-Square Algorithm

| Precision | Recall | F-Measure | Accuracy |
| :---: | :---: | :---: | :---: |
| 0.86 | 0.84 | 0.84 | 0.87 |
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Fig. 2 Accuracy for Each Threshold

## DISCUSSIONS

Question classification is a classification task to classify a question sentence. Based on the answers generated, there are five categories, non-factoid question, factoid question, yes-no question, list question, and opinion question (Purwarianti \& Yusliani, 2011). Factoid question and non-factoid question are question category usually asked by user in question answering system. Dataset used in this research is a set of question sentence labeled by factoid, non-factoid, and other. In classification, labeled dataset is to be given as training set to the classifier. Multinomial Naïve Bayes algorithm is a classifier algorithm using Bayes' theorem. This algorithm is suitable for text classification since its conditional probability is computed based on the feature vector values (Santhi \& Brindha, 2019). The popular issue in classification task is when the feature growth exponentially then the feature vector dimension is high. This issue known as curse of dimensionality.

Feature selection is a task to reduce the dimension of feature vector by selecting the feature. Chi-Square algorithm selects the feature based on the relationship value between feature and category occurrence. If the score is high, feature to category is more likely to be correlated (Cascaro, et. al., 2019). The purpose of this research is to observe the effect of Chi-Square algorithm in question classification system using Multinomial Naïve Bayes algorithm. Fig. 3 shows the performance of question classification using Multinomial Naïve Bayes algorithm with feature selection and without feature selection. It shows that the performance of question classification using Multinomial Naïve Bayes (MNB) algorithm with feature selection using Chi-Square (CS) algorithm is better than using Multinomial Naïve Bayes algorithm without feature selection. Value in each performance measure when using feature selection is increased.


Fig. 3 Performance of Question Classification with Feature Selection and without Feature Selection
Number of features used in question classification system using Multinomial Naïve Bayes algorithm without feature selection is 1374 . When using feature selection, number of features used is 248 . Features selected are features with the relationship value more than 4.5 . Fig. 4 shows the number of features used in each model.
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Fig. 4 Number of Features used in Question Classification with Feature Selection and without Feature Selection

## CONCLUSION

Feature selection in question classification system using Multinomial Naïve Bayes algorithm improved the performance of the question classification system. Feature selection algorithm used in this research is Chi-Square algorithm. In accuracy, the value is increased 0.1 from 0.77 to 0.87 . In other performance measure, such as precision, recall, and f-measure, values are also increased. Number of features used is decreased from 1374 features to 248 features. The experiment results show that Chi-Square algorithm enhanced the performance of question classification system using Multinomial Naïve Bayes algorithm with number of features used is less. For future work, the imbalanced data in dataset issue should be addressed. Also, the performance of other feature selection algorithm could be compared to determine which is the best feature selection algorithm for question classification system.
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