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Abstract. The system of linear equations is a set of linear equations 

consisting of coefficients and variables. The coefficients in the system 

of linear equations exist in the form of real numbers and some are 

complex numbers. The system of linear equations has some form of 

solving or solution, ie a single solution, many solutions and no 

solutions. One of the most common problems encountered in systems 

of linear equations. Using modern mathematical methods, often a 

complex problem can be reduced to a system of linear equations. 

There are basically two groups of methods that can be used to solve a 

linear equation. The first method is known as the direct method, ie the 

method that searches for the completion of a linear equation in finite 

step. These are guaranteed to work and are recommended for general 

use. The second group is known as the indirect method or the method 

of iteration, which starts from an early settlement. Then try to fix 

almost in infinity, but convergent steps. The iterative methods are 

used to solve large Linear Equations Systems. And the proportion of 

zero is large, as are many systems encountered in the Linear Equation 

System. Therefore it takes an Alternative Algorithm in Iteration 

Method 
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INTRODUCTION 

    The system of linear equations is a set of linear equations consisting of coefficients and variables. 

The coefficients in the system of linear equations exist in the form of real numbers and some are 

complex numbers. The system of linear equations has some form of solving or solution, ie a single 

solution, many solutions and no solutions. One of the problems often encountered in Linear Equation 

Systems is the problem of finding solutions of a system of linear equations. (Aryani, 2012) 

According to Irdam (2009), solving linear equations is one of the most important problems in 

mathematics, since more than 75 percent of all mathematical problems encountered in scientific and 

industrial applications involve the completion of a linear system to some extent. Using modern 

mathematical methods, often a complex problem can be reduced to a system of linear equations. In the 

real world, linear systems can be used to solve problems in some fields, including in the fields of 

commerce, economics, electronics, physics, chemistry and so forth. 

 In line with Marcel (2008) argue that the Solution of a system of linear equations is an 

important issue because linear equations are used in various fields of engineering and computer 

science. For example, linear equations are used in digital signal processing in the field of electrical 

engineering. Many engineering problems can be modeled into a linear system of equations. One 

example of problem solving with a system of linear equations is the powerful modeling and direction 

of electric current in electric circuits with Kirchoff law and mathematical modeling for the economics 

of a country or region based on various sectors of the economy using the Leontief model. 

 There are basically two groups of methods that can be used to solve a linear equation. The 

first method is known as the direct method, ie the method that searches for the completion of a linear 
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equation in the finite step. Methods - This method is guaranteed to work and is recommended for 

general use. The second group is known as an indirect method or an iteration method, which stems 

from an almost initial settlement. Then try to fix almost in infinity, but convergent steps. Iteration 

methods are used to solve large Linear Equations Systems. And the proportion of zero is large, as are 

many systems encountered in the Linear Equation System. Therefore it takes an Alternative Algorithm 

in Iteration Method. 
 

LITERATURE REVIEW 

A Linear Persistence System consisting of n equations with n variables x1, x2, ..., xn, can be written in 

the form, 

 

a11 x1 + a12 x2 + a13 x3 = b1 

a21 x1 + a22 x2 + a23 x3 = b2 

a31 x1 + a32 x2 + a33 x3 = b3 

 

 System The above equation can be expressed by Matrix multiplication form, the system of 

linear equations can be solved by direct method or iteration method both methods have weaknesses 

and advantages, the chosen method will determine the accuracy of the system resolved. In the 

particular case of large-sized systems of linear equations, iteration methods are more suitable. Iteration 

method using Algorithm recursively, Algorithm is done to get the convergent value with tolerance 

given. 

 

Based on the system of linear equations above can be in form 

AX b=                                                       (4.1) 

Where ,  A= ija   ,  

jX x=    , 

jb b=    , 

1, 2,...,i n=
. 

1,2,..., .j n=  

Describe the Linear Equation System in such a way that is useful for developing iterative methods. 

Then obtained, 

 

( ) ,QX HA Q X Hb+ − =                                                       (4.2) 

Where          ℏ = Additional Parameters ( ≠ 0) 

    Q = Splitting Matrix 

                    H = Additional Matrices 

 

Let W be the initial Estimate then equation (4.2) can be written as, 

0QX W= ( ) 0Q HA X Hb W + − + −                                                                  (4.3) 

Where, 

( )L X QX=                                                                                                   
(4.5)

 

0C W=                                                                                                              
 (4.6)

 

( ) ( ) 0M X Q HA X Hb W = − + −                                                                           (4.7) 

Using the New Digesting Technique, it draws on Daftardar-Gejji (2006) to form an Iteration method, 

where X represents, 
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0

i

i

X X


=

=                                                   (4.8) 

Where M is described as, 

( ) ( )0M X M X= +
1

1 0 0

i i

j j

i j j

M X M X
 −

= = =

     
−    

     
    

Combining Equations (4.4), (4.8) and (4.9) we get the following equation, 

( )0

0

i

i

L X C M X


=

 
= + 

 


1

1 0 0

i i

j j

i j j

M X M X
 −

= = =

     
+ −    

     
    

Using Equation (4.5) with (4.10) we find the following equation, 

( )
0

0

i

i

Q X C M X


=

 
= + 

 


1

1 0 0

i i

j j

j j j

M X M X
 −

= = =

     
+ −    

     
    

Thus, Following the Iteration Scheme as follows 

( )0Q X C= , 

( ) ( )1 0Q X M X= , 

( ) ( ) ( )2 0 1 0Q X M X X M X= + −  

( ) ( ) ( )3 2 1 0 1 0Q X M X X X M X X= + + − +  

Generally can be written in equation as follows, 

( )
1

1

0 0

.
m m

m j j

j j

Q X M X M X
−

+

= =

   
= −   

   
  1,2,....m = . (4.12) 

From Equation (4.7) with Equation (4.12) then we get, 

( )0Q X C=  

( ) ( )1 0 0Q X Q HA X Hb W= − + −  

( ) ( )2 1Q X Q HA X= − , 

( ) ( )3 2Q X Q HA X= −  

( ) ( )1 , 1,2,....m mQ X Q HA X m+ = − =
                     (4.13 

From Eq. (4.13) is obtained. 

     ( )

( )

( )

1

0 0

1 1

1 0 0

1

1, 2,3,4,...m m m

X Q W

X I Q HA X Q Hb W

X I Q HA X

−

− −

−

− =

 =


= − + −


= −      (4.14) 

After drawing initial estimates W0 = ℏHb Then obtained, 

( )

( ) ( )

1

0

1 1
m

m

X Q H b

X I Q HA Q H b

−

− −

 =


= −                                                                (4.15)

 

 1,2,3,...m =
  

Using Equation (4.8) with (4.15) we find the following equation 

( ) ( )1

0

1

0

k

k

k k

X X I Q HA Q H b
=

 
− −

=

= = − 
                                                   (4.16)

 

Using Equation (4.16) we get the Iteration Scheme as the First Algorithm, 
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( ) ( ) ( )1 1

0

, 1,2,3,...

m

m

k
kX I Q HA Q b kH− −

=

= − =
 

If  Q = D  

11

22

,

0 0

0

0

0 0 n n

d

a
D

a

 
 
 =
 
 
   

( ) ( ) ( )1 1

1

1,2,, 3, .

m

k

m

k

X I D HA D H b k− −

=

= =−
 

If Q = D - ℏL   where, 

11

22

,

0 0

0

0

0 0 n n

d

a
D

a

 
 
 =
 
 
 

 and 
21

1 , 1

0 0 0

0 0

0n n n

a
L

a a −

 
 
−
 =
 
 
− −   

( ) ( )( ) ( )1 1

1

m

m

k
kX I D L HA D L Hb

− −

=

= − − −
 

k = 1,2,3,... 

 

CONCLUTION 

Using the new Decrypting Techniques in finding Alternative Algorithms in Iteration methods to solve 

Linear Equation Systems is simpler than using the Homotopy Perturbation ,Method this method does 

not use Difrensial and is easy to implement. 
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