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Abstract: Twitter social media is one way to get fast information, especially 

related to face-to-face learning system where during covid-19 pandemic learning is 

held online. In this case government has informed related to the face-to-face 

learning system as well as the community or students gave an enthusiastic response 

to the policies provided by the government including giving a good response to 

these policies and some of them disagreeing with these policies. In this case, the 

researcher analyzes public opinion on government policies related to face-to-face 

learning on Twitter social media using the Support Vector Machine algorithm. By 

doing an analysis related to government policies regarding learning during the 

COVID-19 pandemic, the government can find out how the public responds and 

can make decisions. Based on a series of processes that have been carried out 

previously using the Support Vector Machine method by applying the TF-IDF 

weighting function, the results can reach 93%. To see the level of accuracy of the 

proposed method, the researchers made a comparison by applying several other 

methods. The accuracy results obtained from the support vector machine method 

are 93%, based on the accuracy obtained, it can be determined that the level of 

accuracy using the Support Vector Machine method is quite high in classifying 

sentiment data, but when compared to other methods, namely nave Bayes, which 

obtains an accuracy of 94%, Logistic Regression which obtained 93% accuracy, 

and K-NN which obtained 90% accuracy. Thus, the accuracy results of four 

methods are not too different. 

 

Keywords: Sentiment Analysis, Machine learning, Twitter Social Media, Support 

Vector Machine, Face-to-face School. 

 

1. INTRODUCTION 

Information Technology is a technology that has various uses in processing raw data, including processing, 

obtaining, compiling, storing results, and manipulating data in different way(Cholik, 2021). Social media is one 

of the very rapid developments of information technology because with social media information and 

communication can be conveyed quickly, there are several kinds of social media including Facebook, Instagram, 

YouTube, Twitter, etc. Twitter is one of the social media that is quite commonly used to convey aspirations and 

information and can be a means of communicating and expressing oneself through uploaded work(Nurhadi, 

2017). Twitter social media is one way to get fast information, especially related to the face-to-face learning 

system where during the COVID-19 pandemic learning is held online. In this case the government has informed 

related to the face-to-face learning system as well as the community or students gave an enthusiastic response to 

the policies provided by the government including giving a good response to these policies and some of them 

disagreeing with these policies. Using data collection from Twitter and then analyzing public opinion on 

government policies based on data that is processed by analyzing sentiment so that all opinions can be grouped 

into 2 classes, namely negative and positive(Fitriana, Utami & Fatta, 2021). Supports Vector Machine can 

perform text classification quickly and effectively, SVM is also able to analyze data and perform pattern 

recognition(Irfani, 2020). This classification was chosen during training as a unique hyper plane that separates 

known positive instances from negative instances(A. Rahman Isnain, A. Indra Sakti, D. Alita, and N. Satya 

Marga, 2021), in SVM classification it has an important advantage in its theoretical approach which justifies the 

over fitting problem which allows it to work well(Pratama, Wihandika & Ratnawati, 2018). 
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Sentiment analysis is method for classifying a person’s emotional level as positive or negative. One of the 

sentiment analysis applications applied to Twitter by utilizing a program system that will automatically retrieve 

data through posts or tweets from users and the program system will also perform a classification to assess the 

overall post whether it contains positive or negative opinion(Fitriana, Utami & Fatta, 2021). After clarification 

on the data obtained results, we can know and assess certain topics and can make decisions. The Support Vector 

Machine (SVM) algorithm is a commonly used method for solving classifications. The SVM concept stems from 

a two-class classification problem that requires positive and negative training dataset(Abbas, 2016). The Support 

Vector Machine (SVM) method is an algorithm that is often used in classifying data(Lusiana, 2018). Therefore, 

the researcher conducted a study on "Analysis of Sentiment Against Face-to-Face School Policies on Twitter 

Social Media with Support Vector Machine (SVM)". 

 

2. LITERATURE REVIEW 

According to Lestari Lusiana in research(Lusiana, 2018) entitled Twitter Sentiment Analysis by using the 

Support Vector Machine (SVM) Algorithm. To do SVM algorithm testing to find various public opinions on 

issues which is widely discussed on Twitter. This research aims to analyzing sentiment on tweets data. 

According to Kirelli et al. in research (Kirelli & Arslankaya, 2020) entitled Sentiment Analysis of Shared Tweets 

on Global Warming on Twitter with Data Mining Methods: A Case Study on Turkish Language. In this study 

analyze the Turkish text yet much researched in the literature. Sentiment analysis on global warming and climate 

change determined by machine learning methods. According to H. Setiawan et al. in research(Setiawan, Utami, 

& Sudarmawan, 2021) entitled Sentiment Analysis Twitter Post-Covid-19 Online Lecture Using Support Vector 

Algorithm Machine and Naive Bayes. Using the SVM Algorithm where in the algorithm weighting process is 

carried out by establishing a line pattern for carried out weighting and classification. While using the Naïve 

Algorithm Bayes where in this algorithm the system will classify through the probabilities of the possible from 

the data obtained. This research will try conduct sentiment analysis on social media twitter to measure opinion 

and public opinion regarding post-covid-19 online lectures. 

 

3. METHOD 

The research using quantitative research. In this study, research analyzed data contained in social media 

related to government policies regarding face-to-face learning using a support vector machine (SVM). SVM has 

a high degree of accuracy in the field of deep learning artificial neural networks and will be applied in this study 

where the dataset used for testing is sourced from the netlityc.org website. The dataset is obtained from the 

results of data crawling through the website https://netlityc.org, the next step is to analyze the dataset using the 

support vector machine (SVM) method and then present the accuracy of the classification results of data 

analysis. 

a. Work Procedures 

Netlytic is cloud-based text analyzer and social network that can automatically summarize textual data and 

find communication networks from publicly accessible social media posts(Kirelli & Arslankaya, 2020).  

 
Figure 1. The process of retrieving datasets fromhttps://netlityc.org 
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Figure 2. Process of data classification and evaluation 

b. Dataset 

The dataset is a collection of data taken from Twitter data crawling through the https://netlityc.org website 

using the hashtag online school, face-to-face schools, online lectures, online learning, learning at home with a 

total of 5035 text tweets. 

c. Work Procedures 

The work procedure in this study, are: Dataset is a collection of data taken from Twitter data crawling 

through the https://netlityc.org website using the hashtag online school, face-to-face schools, online lectures, 

online learning, learning at home with a total of 5035 text tweets; Tweets usually have no formal writing 

standards and therefore each text is refined by applying steps to create a purer model. The goal of data 

processing is to produce more acceptable data by reducing the feature size; SVM is a supervised learning 

method and is generally used for the classification process(Setiawan, Utami, & Sudarmawan, 2021). Usually 

used to help solve classification fixation problems. SVM is useful for separating data sets into two groups in 

the most appropriate way and these data groups are then referred to as hyperplanes; At this stage the relevant 

data is identified to measure whether the results obtained are in accordance with the objectives to be 

achieved. 

 

4. RESULT 

The final research result is obtained by carrying out several processes including data collection, cleaning, 

pre-processing, and classifying the model using the Support Vector Machine to find the accuracy of the model 

used by the researcher to be compared by applying several models, are Naïve Bayes Classifier, logistic 

regression, KNN. 

a. Data Preparing 

In collecting dataset, researchs crawled Twitter data from the website https://netlytic.orgwhere researchers 

look for data with predetermined hashtags. 

Table 1. Dataset 

Author Pubdate Description Tweet_type 

Asterachest 4/6/2022 

4:56 

 

@Mahasiswa UMS daring ap luring 

nih? aku ada nih kalo mau 

reply 

xtJaemin 

 

4/6/2022 

2:57 

@jupfter daring yaa? gue luring ?Ã´Ã– 

Ã± 

reply 

Manisangulajawa  4/6/2022 

2:22 

@neverseeu Bucin e ae luring, kuliah e tetep daring reply 

Sweetaswinee 

 

4/6/2022 

2:18 

 

ky kesamber gledek siang2 dosen tbtb 

ngasi pilihan luring atau daring 

original 

…………… ………. ……………………………………………………. ………….. 

 

  

b. Testing 

In the data testing phase, the researcher applies the TF-IDF weighting function to calculate how important 

words are in a document. Then, perform the data classification process with the support vector machine 

method to get the results of data analysis based on accuracy. 

1. Term Frequency Inverse Document Frequency weighting. 

https://doi.org/10.33395/sinkron.v8i1.11950
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Steps to perform TF-IDF weighting are: Determine the keywords to use; Determining the value of TF can use 

binary TF, that is, if a word is contained in a document it will be assigned a value of 1 (one), otherwise it will be 

assigned a value of 0 (zero) Fitriana, Utami & Fatta, 2021). Find the value of df by counting the number of 

documents that contain a certain word. Calculates the Inverse Document Frequency (IDF) value which is useful 

for knowing how important words are in a document(Netlix, 2022). IDF is formulated as follows: 

Note : Number of document containing term 

D = Total number of documents 

After that, calculate the IDF TF by combining the TF with IDF calculations as follows. 

Wij = tf x IDF     

𝑊𝑖𝑗 = 𝑡𝑓 x 𝑙𝑜𝑔 𝐷 / 𝑑𝑓 

Description: 

Wij = the weight of words in each document  

Tf = the number of occurrences of a word in a document. 

 

After that add up each keyword weight in each document. 

2.   Support Vector Machine (SVM) 

At this stage, a SVM model is created and classification is carried out to determine the accuracy results 

obtained (R. Sulaeman, 2022). Then, the accuracy results obtained are compared with several models including 

Naïve Bayes Classifier, logistic regression, and K-NN. The classification model that has been formed can 

already be used for predict the label of the test data.  

After the TF-IDF weighting process is complete, then tested the data into the classification model. The data 

used in the classification model is only the response column part without the label column because the label part 

will be predicted by the classification model. Based on the classification process carried out, the accuracy of the 

support vector machine method can be generated and make comparisons with several methods as a measure of 

the level of accuracy and success of the proposed method. 

Below is accuracy the classification model of the SVM method and its comparison with the Naïve Bayes 

Classifier, Logistic Regression, K-NN method as follows:   

1. Naive Bayes 

Table 2. Classification of the Naïve Bayes Model 

Model  Sentiment precision Recall f1-score Support 

Naive Bayes 

Positive  0,9615  0,9202 0,9404 163 

Negative  0,9316  0,9672 0,9491 183 

Accuracy    0,9672 346 

Macro avg  0,9466  0,9437 0,9448 346 

Weighted avg  0,9457  0,9451 0,9450 346 

 

2. Logistics Regression 

Table 3. Classification of Logistic Regression Models 

Model  Sentiment precision Recall f1-score Support 

Logistics 

Regression 

Positive 0,9167  0,9448 0,9305 163 

Negative  0,9494  0,9235 0,9363 183 

Accuracy  -  - 0,9335 346 

Macro avg  0,9331  0,9341 0,9334 346 

Weighted avg  0,9340  0,9335 0,9336 346 

 

3. K-Nearest Neighbors (K-NN) 

Table 4. K-Nearest Neighbors (K-NN) 

Model  Sentiment precision Recall f1-score Support 

K-Nearest 

Neighbors (K-

NN) 

Positive  0,9062  0,8896 0,8978 163 

Negative  0,9032  0,9180 0,9106 183 

Accuracy  -  - 0,9046 346 

Macro avg  0,9047  0,9038 0,9042 346 

Weighted avg  0,9047  0,9046 0,9046 346 

 

4. Support Vector Machine(SVM) 

Table 4. Support Vector Machine(SVM) 

https://doi.org/10.33395/sinkron.v8i1.11950
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Model  Sentiment precision Recall f1-score Support 

Support Vector 

Machine(SVM) 

Positive  0,9029 0,9693 0.9349 163 

Negative  0,9708 0,9071 0,9379 183 

Accuracy  - - 0,9364 346 

Macro avg  0,9368 0,9382 0,9364 346 

Weighted avg  0,9388 0,9346 0,9365 346 

 

5. Confusion Matrix 

Confusion matrixis a table that research is often used to measure how models and classifications perform in 

machine learning. This table describes in more detail the amount of data classified correctly or 

incorrectly(Zalyhaty, 2021). In this study, a confusion matrix was applied to calculate the performance results 

and the level of accuracy that must be successful from the proposed classification process. With the application 

of the confusion matrix, researchers can display and compare methods and get actual values and model 

prediction values that can be used to generate evaluation metrics.  

  

 
 

Figure 8. Confusion Matrix 

 

To get the accuracy value by calculating the number of positive data obtained and predicted to be positive and 

the negative data obtained and predicted to be negative divided by the total number of overall data in the dataset. 

As for the explanation of each formula regarding Accuracy(Fitriana & Sibaroni, 2020) above as follows: 

 
TP  = The amount of data that has a positive prediction and has a positive value. 

TN = The amount of data that is predicted to be negative and has a positive value. 

FP  = The amount of data that is predicted to be positive but has a negative value. 

FN = The amount of data that is predicted to be negative but has a positive value(Naf’an, Burhanuddin,  & 

Riyani, 2019). 

 

5. DISCUSSIONS 

 In research (Kelvin et al, 2022) compared the performance of Logistic Regression and Support methods 

Vector Machine(SVM) using the TF-IDF research weighting technique this is the superior accuracy of the 

Support Vector Machine (SVM) method compared to the Logistic Regression method in classifying data Twitter 

sentiment about the Tweet of the CoronaVirus Disease-2019 (Covid-19) case with accuracy value of 91.15% 

Based on the results of (Arsi & Waluyo, 2021)the testing process that has been carried out on tweets the 

sentiment of moving the capital city from social media twitter as many as 1,236 tweets (404 positive and 832 

negative) using SVM, the results of the initial hypothesis match the results finally, SVM is better than the 

previous method (BM25 + KNN and Naïve Bayes). With accuracy = 96.68%, precision = 95.82%, recall = 

94.04% and AUC = 0.979. In research (Styawati et al., 2021) also obtained results from the classification using 

the method Support Vector Machine which is divided into three neutral classes as much as 98.34%, class 

negative as much as 0.99%, and positive class as much as 0.66%. In contrast to research this uses the division of 

two classes, namely positive and negative so that the data negative and positive obtained more with a high 

degree of accuracy is 93%. 

https://doi.org/10.33395/sinkron.v8i1.11950
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6. CONCLUSION 

Support vector machine (SVM) algorithm method proposed the study is to classify data from public 

sentiment towards policies towards face-to-face schools. The testing phase is carried out using a dataset obtained 

from the results of data crawling through the https://netlytic.org website. Then the process dataset by selecting 

the attributes used then performs pre-processing, TF-IDF weighting and classification with the proposed method. 

Accuracy results obtained from Support Vector Machine method are 93%, based on the accuracy obtained, It 

is concluded that the support vector machine method is quite high in classifying sentiment data, but when 

compared to other methods, namely nave Bayes, which obtains an accuracy of 94%, Logistic Regression which 

obtained 93% accuracy, and K-NN which obtained 90% accuracy. Thus, the accuracy results of the four methods 

are not too different, so they can be considered enough to be used in conducting sentiment analysis on face-to-

face school policies on Twitter social media with vector machine support. 
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