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Abstract: Round Robin Algorithm is one wellknown algorithm in real time 

system. Several variants of round robin algorithms are in the fields. Average 

max round robin algorithm is a breakthrough to optimize context switching 

or also called quantum. Context switching is one big problem in round robin 

algorithm. To optimize high context switching is the key solution. This will 

make this algorithm efficient. There should be a way to optimize this context 

switching. Then the average max round robin algorithm is one solution to 

this problem. The average max algorithm is defined by finding the average 

of burst time then add the maximum burst time to the average burst time. 

Then calculate again the average of the two. The calculation will be iterated 

in the next round robin cycle. Here, in this journal, three case studies are 

discussed. Each with different burst times to understand this average max 

round robin algorithm more clearly. In the first case study we get turn around 

time 34 ms, and average waiting time 20.6 ms. In the second case study, we 

get average turn around time 21.8 ms, and the average waiting time 13 ms. 

And in the last case study, the third one, we get turn around time 12.2 ms, 

and the average waiting time 6.6 ms. There is no calculation for the second 

iteration for all case studies. Since the left burst time is only in one process. 

Optimizing the context switching, minimizing average turnaround time, and 

average waiting time is the key solution to round robin algorithm. 

 

Keywords: Average Max Round Robin Algorithm, Average Turn Around 

Time, Average Waiting Time, Context Switching, Quantum 

 

INTRODUCTION 

In operating systems, multitasking and multiprocessing are two terms that are used frequently. If 

more CPUs are used for processing, then it is called multiprocessing (Purnomo & Putra, 2022) (Purnomo 

& Putra, 2022) (Sakshi et al., 2022). On the contrary, if one CPU is used for processing, and that 

programs switch between each other so fast, it is known as multitasking. However in this case, the user 

feels that programs are running simultaneously.  

 Scheduling is a major task in operating system  (Omar et al., 2021). The methods of scheduling 

play an important role in terms of system’s performance (Tri Dharma Putra, 2021). There are several 

scheduling algorithm in operating system. Round robin, FCFS (First Come First Serve), Priority, 

Shortest Job First (SJF), and its variants (Harki et al., 2020). 

 In terms of multitasking, operating systems scheduling is a critical duty. A ready queue is 

maintained if more than one process need to be executed (Putra, 2022) (Tri Dharma Putra, 2021) (Abu-

Dalbouh, 2022). If the computer has two processors, each processor has its own ready queue. The very 

idea of efficiency is to keep waiting time, turn around time as minimum as possible. This is the  main 

goal of research interests, namely, to minimize time cost (Putra & Purnomo, 2021) (Putra & Purnomo, 

2022) (Mostafa & Amano, 2020).  
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 There are several algorithms in CPU scheduling, and usually implemented in different methods. 

The most common scheduling algorithm in real time systems is preemptive round robin. Round robin 

scheduling gives each process time quantum, which is also called context switching (Putra, 2022). After 

its process time expires, process will exit, and another process will be executed. This iteration for process 

will be done iteratively. Until all processes is finished (Ali et al., 2021).  

In average max round robin algorithm, the time slice or time quantum is dynamic. After every 

iteration of process’s execution, the time quantum or sometimes called context switching is calculated 

again. So that in every iteration, there is a great possibility that the context switching will be different. 

That is the dynamic time quantum. The idea of making the context switching dynamic in every iteration 

cycle is a breakthrough in this average max round robin algorithm. Since every cycle or every iteration 

has different burst time, making dynamic context switching is important. Average max round robin 

algorithm is usually abbreviated as AMRR algorithm. 

 

LITERATURE REVIEW 

Uferah Shafi and friends presented a novel amended dynamic round robin scheduling algorithm 

for timeshared systems. Which is also called ADRR. The main goal of this round robin algorithm is to 

improved conventional round robin algorithm by utilizing active quantum time notion. Quantum time 

was cyclically adjusted based on CPU burst time (Shafi et al., 2020). By using MATLAB simulation 

results it was revealed that ADRR outperformed other wellknown round robin algorithm such as Priority 

Based Round Robin (PRR), Improved Round Robin (IRR), conventional Round Robin, and Optimum 

Multilevel Dynamic Round Robin (OMDRR). 

Alaa Fiad and friends proposed an improved round robin scheduling algorithm based on analytic 

model. The use of burst times as parameter in their model ensure a more suitable context switching. This 

algorithm proved can be applied in many operating systems, but also can be applied in cloud computing 

environment (Fiad et al., 2020). It was showed that this approach improved the turn around time and 

waiting time. 

Fahd Alhaidari and Balharith proposed, an enhanced round robin algorithm in cloud computing 

environment for optimal process scheduling. The two proposed a novel technique called dynamic round 

robin heuristic algorithm (DRRHA) by tuning the context switching in a dynamic ways based on the 

mean of context switching (Alhaidari & Balharith, 2021). This research uses CloudSim Plus tool that 

proved that DRRHA outperformed significantly other round robin algorithm in terms of response time, 

turnaround time, and waiting time. 

Daniela and Vitor proposed, a systematic mapping of round robin scheduling algorithm. This is 

a new developments in round robin applications. This journal identifies the state of the art in terms of 

round robin researches (Freire et al., 2021). This research will guide practitioners and researchers in the 

field of operating systems and CPU scheduling. 

Mostafa proposed a modified version of RR algorithm, called dynamic time slide (DTS), to 

combine the advantageous of the overhead which is low scheduling of RR and find better short process 

for the sake of minimizing time cost. Each process has a weight proportional to the weights of all 

processes. This weight in process, determines its time slice within current period. Each process in the 

cluster is assigned the average of processes time slice in this cluster (Mostafa & Amano, 2020). 

Shahad conducted a research review in CPU scheduling, by comparing several wellknown 

algorithms and finding the best algorithm. The idea of this comparative study is sugest various ways to 

improve CPU optimization criteria through different algorithms to improve waiting time, response time, 

turnaround time (Ali et al., 2021). The conclusion was there was no algorithm better in all criteria. 

 

METHODS 

Here, the structure of this journal is comprised of six sections. The first section is introduction. In 

this introduction, the basic idea and the background concept of scheduling process algorithm are given. 

Also the research gap of this AMRR is given. The second section is literature review. Previous works 

by other experts are explained here. The third section is research method. In this section, the concept of 

method is presented thoroughly, especially the main concept of average max round robin algorithm. The 
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fourth section is result. Here, three case studies are given and discussed. The fifth section is discussion. 

Comparison result of the three case studies are given here. The the last chapter is conclusion and future 

works. 

Let discuss the average max round robin algorithm by example. Let say we have four processes. 

The arrival times of these four are all zero. And the CPU burst times of these four processes are given 

as A1=2, A2 = 8, A3=4, and A4 =6. Please take a look at Table 1. below: 

 

Table 1. Process and Burst Time 

Process Burst Time 

A1 2 

A2 8 

A3 4 

A4 6 

 

Then we set them in ascending order and calculate it to find the context switching. The formula is 

: 

 

Context Switching = (Average + Maximum Burst Time)/2 

 

         So the average burst time = (2 + 8 + 4 + 6)/4= 5. Then we calculate the maximum burst time with 

this average and afterwards calculate the average between di two. Then the context switching = (5+8)/2 

= 6,5. This is rounded up, so that the context switching is 7. The process will be running in ascending 

order (Sakshi et al., 2022). The first process, A1 is executed first, this is 2 ms. Then A3 will be executed, 

after that A4 and finally A2 is executed. 

After each iteration completes, context switching is calculated again by sorting the process in 

ascending order. This iteration will continue until all processes are finished.  

 

RESULTS 

Below is three case studies to analyse this average max round robin algorithm. Each case study 

consists of five processes. Gantt chart is presented to understand this algorithm more clearly. Also table 

to calculate the average turn around time and average waiting time. 

First Case Study 

In this first case study, let’s say we have five processes namely P1 to P5. The processes must be 

sorted to be ascending. Let’s say arrival time all is zero. Please take a look at Table 2. below: 

 

Table 2. Process and Burst Time 

Process Burst Time 

P1 8 

P2 10 

P3 12 

P4 17 

P5 20 

 

To calculate the quantum, we must find the average of these five processes. The average is 

(8+10+12+17+20)/5, which is equal to 13.4. Then we find the largest burst time which is P5, with burst 

time 20. We add this average with the largest burst time, which is (13.4 + 20)/2, it equals to 16.7. Then 

we get the quantum to be rounded up above, 17. 

The gantt chart of this process is presented as below, in Figure 1.: 
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Fig. 1 Gantt Chart of first case study 

 

In the first iteration, P1 will be finished, since the quantum is 17 and the burst time of P1 is only 

8 ms. Then at 9 ms, P2 gets in. It will be processed for 10 ms until 18 ms. At 19 ms, P3 started to be 

executed until 30 ms, since the burst time of P3 is 12 ms. Then at 31 ms, P4 is executed until 47 ms. 

Since the burst time of P4 is 17 ms. Then finally P5 is executed until 64 ms. In the second iteration, P1, 

P2, P3, and P3 are already done. Since in the ready queue only left P5, which is 3 ms. Then P5 continues 

to be executed until 67 ms. There is no calculation for the second iteration since, the process only left 

for P5, only one process. 

To calculate turn around time, please take a look at the Table 3. below. The table must be 

populated first. 

 

 

 

 

Table 3. Calculation of Turnaround Time 

Process Arrival Time Burst time Start Time Finish Time Turn Around 

Time 

P1 0 8 0 8 8 

P2 0 10 8 18 18 

P3 0 12 18 30 30 

P4 0 17 30 47 47 

P5 0 20 47 67 67 

 

So that, it is concluded that we get average turn around time: 34 ms. To calculate waiting time 

is as follows: 

P1 = 0 

P2 = 8 

P3 = 18 

P4 = 30 

P5 = 47 

So that the average waiting time: 20,6 

Second Case Study 

In this second case study, let’s say we have five processes namely P1 to P5. The processes must be 

sorted to be ascending. Let’s say the arrival time all is zero. Please take a look at Table 4. below: 

 

Table 4. Process and Burst Time 

Process Burst Time 
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P1 4 

P2 6 

P3 10 

P4 11 

P5 13 

 

To calculate the quantum, we must find the average of these five processes. The average is 

(4+6+10+11+13)/5, which is equal to 8.8. Then we find the largest burst time which is P5, with burst 

time 13. We add this average with the largest burst time, which is (8.8 + 13)/2, it equals to 10.9. Then 

we get the quantum to be rounded up above, to be 11. 

The gantt chart of these processes are presented as below, in Figure 2.: 

 

 
Fig. 2 Gantt Chart of Second Case Study 

 

In the first iteration, P1 will be finished, since the quantum is 11 and the burst time of P1 is only 

4 ms. Then at 5 ms, P2 gets in. It will be processed for 6 ms until 10. At 11 ms, P3 started to be executed 

until 20 ms, since the burst time of P3 is 10 ms. Then at 21 ms, P4 is executed until 31 ms. Since the 

burst time of P4 is 11 ms. Then finally P5 is executed until 42 ms. In the second iteration, P1, P2, P3, 

and P3 are already done. Since in the ready queue only left P5, which is 2 ms. Then P5 continues to be 

executed from 42 until 44 ms. Since the process only left for one process, namely P5, then there is no 

calculation for second iteration cycle. 

To calculate turn around time, please take a look at the Table 5. below. The table must be 

populated first. 

 

 

 

Table 5. Calculation of Turnaround Time 

Process Arrival Time Burst time Start Time Finish Time Turn Around 

Time 

P1 0 4 0 4 4 

P2 0 6 4 10 10 

P3 0 10 10 20 20 

P4 0 11 20 31 31 

P5 0 13 31 44 44 

 

So that, it is concluded that we get average turn around time: 21.8 ms. To calculate waiting time 

is as follows: 

P1 = 0 

P2 = 4 

P3 = 10 

P4 = 20 

P5 = 31 



 

 

Sinkron : Jurnal dan Penelitian Teknik Informatika 

Volume 7, Number 4, October 2023 

DOI : https://doi.org/10.33395/sinkron.v8i4.12051   

e-ISSN : 2541-2019 

 p-ISSN : 2541-044X 
 

 

*name of corresponding author 
  

 
This is an Creative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License. 2667 

 

So that the average waiting time: 13 ms. 

Third Case Study 

In this third case study, let’s say we have five processes namely Q1 to Q5. The processes must be 

sorted to be ascending. Let’s say the arrival time all is zero. Please take a look at Table 6. below: 

 

Table 6. Process and Burst Time 

Process Burst Time 

Q1 2 

Q2 3 

Q3 5 

Q4 6 

Q5 7 

 

To calculate the quantum, we must find the average of these five processes. The average is 

(2+3+5+6+7)/5, which is equal to 4.6. Then we find the largest burst time which is Q5, with burst time 

7. We add this average with the largest burst time, which is (4.6 + 7)/2, it equals to 5.8. Then we get the 

quantum to be rounded up above, to be 6. 

The gantt chart of these processes are presented as below, in Figure 3.: 

 

 
Fig. 3 Gantt Chart of Third Case Study 

 

 

In the first iteration, Q1 will be finished, since the quantum is 6 and the burst time of Q1 is only 

2 ms. Then at 3 ms, Q2 gets in. It will be processed for 3 ms until 5 ms. At 6 ms, Q3 started to be 

executed until 10 ms, since the burst time of Q3 is 5 ms. Then at 11 ms, Q4 is executed until 16 ms. 

Since the burst time of Q4 is 6 ms. Then finally Q5 is executed until 22 ms. In the second iteration, Q1, 

Q2, Q3, and Q4 are already done. Since in the ready queue only left Q5, which is 1 ms. Then Q5 

continues to be executed from 22 until 23 ms. There is no calculation for second iteration cycle, since 

the process only left one process, namely P5, which  is 1 ms. 

To calculate turn around time, please take a look at the Table 7. below. The table must be 

populated first. 

 

 

 

 

 

 

Table 7. Calculation of Turnaround Time 

Process Arrival Time Burst time Start Time Finish Time Turn Around 

Time 

Q1 0 2 0 2 2 

Q2 0 3 2 5 5 

Q3 0 5 5 10 10 

Q4 0 6 10 16 16 

Q5 0 7 16 23 23 
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So that, it is concluded that we get average turn around time: 12.2 ms. To calculate waiting time 

is as follows: 

Q1 = 0 

Q2 = 2 

Q3 = 5 

Q4 = 10 

Q5 = 16 

So that the average waiting time: 6,6 ms. 

DISCUSSION 

In the first, second and the third case study, in the second iteration, there is only one processs left, 

so that there is no calculation for the second iteration. It is concluded that there is no second calculation 

of burst times with average max calculations. Context switching for the first case study is 17, second 

case study is 11, and third case study is 6. Total burst time is 67 for first case study, 44 for second case 

study and 23 for third case study. Average turn around time is 34 ms for first case study, 21.8 ms for 

second case study and 23 ms for the third case study. Average waiting time is 20.6 ms for the first case 

study, 13 ms for the second case study, and 6.6 ms for the third case study. 

The table comparison between the three case studies is below, in Table 8.: 

 

Table 8. Comparison between Case Studies 

 Calculation 

for Second 

Iteration 

Context 

Switching 

(first 

iteration) 

Total Burst 

Time 

Average Turn 

Round Time 

Average 

Waiting Time 

First Case 

Study 

No 17 67 34 20.6 

Second Case 

Study 

No 11 44 21.8 13 

Third Case 

Study 

No 6 23 12.2 6.6 

 

 

CONCLUSION 

In these three case studies, we do not find the second calculation of context switching in the second 

iteration. Since, the process in each case study, only left one process. In average max round robin which 

is also called AMRR, the iteration is important, since this will change and optimize the context switching 

after each iteration. If we compare this AMRR algorithm with conventional round robin, in term of 

context switching, then we can see that the context switching is reduced. In the first case study we get 

turn around time 34 ms, and average waiting time 20.6 ms. In the second case study we get turn around 

time 21.8 ms, and the average waiting time 13 ms. In the third case study we get average turn around 

time 12.2 ms and average waiting time 6.6 ms. The context switching for the first case study is 17. The 

context switching for second case study is 11, and for the third case study is 6.  For future works, may 

be comparison with other round robin algorithms can be done and analyze. 
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