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Abstract: Sorting algorithms plays an important role in the computer 

science field. Many applications use sorting algorithm. There are 

several sorting algorithms proposed by experts, namely bubble sort, 

exchange short, insertion short, heap sort, quick short, merge sort, 

standard selection sort. One well-known algorithm of sorting is 

selection sort. In this journal, discussion about standard selection sort 

is given with thorough analysis. Sorting is very important data 

structure concepts that has an important role in memory 

management, file management, in computer science in general, and 

in many real-life applications. Different sorting algorithms have 

differences in terms of time complexity, memory use, efficiency, and 

other factors. There are many sorting algorithms exist right now in 

the computer science field. Each algorithm has its benefits and 

limitations where a trade-off exists between execution time and the 

nature of the complexity of the algorithm itself. The method is 

theoretical analysis. Three theoretical analyses are given with deep 

explanation and analysis. Each with six index arrays, namely with 

six data on it. The numbers are sorted in ascending order. Pseudo 

code is also given, to understand this algorithm more thoroughly. It 

is concluded that this theoretical analysis explained the algorithm 

more clearly, by using process iteration by hand.   
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INTRODUCTION 

Sorting plays one crucial role in the computer science field. The sorting algorithms are used in a 

number of applications. Research on sorting algorithm had occurred since 1950 and continues till today 

(Selvi et al., 2021), (Ekowati et al., 2022), (Fagbola & Thakur, 2019). Sorting is one common problem 

in data processing. Sorting means, arranging data in ascending or descending order, from random order 

of data.  

Sorting is very important in the concept of computer science that plays a very important role in 

memory management, file management, and other real-life applications (Vilchez, 2020). Different 

sorting algorithms have differences in terms of time complexity, memory use, efficiency, and other 

factors (Zutshi & Goswami, 2021). There are many sorting algorithms exist right now in the computer 

science field. There are bubble sort, heap sort, quick sort, insertion sort, exchange sort, merge sort, 

selection sort algorithms in the computer science field. In each algorithm, there are limitations and 

benefits, in which a trade-off exists in terms of time execution and the way of the complexity of the 

algorithm itself.  

There are many sorting algorithms that have been developed to solve the problems of random 

data. Increasing the speed of sorting is also important to improve the efficiency and effectivity of sorting 
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algorithm. To lower the running time and and increase the speed to make it efficient are the main 

objective from the experts. The performance of the sorting algorithm is important, since at this moment, 

the issue of big data emerged. Data with thousands of records must be sorted, if the speed and efficiency 

are not enough then, the creation of new algorithm is needed to solve this problem. 

Then, the standard selection algorithm is one major algorithm to be introduced. This algorithm is 

a well-known and an easy sorting algorithm to be understood. This algorithm when dealing with small 

amounts of data are very useful. But, a lot of data will slow its processing’s time and increase its 

iterations. Standard selection sort, actually, has one advantage if we compare it with other sort algorithm 

techniques. Eventhough standard selection sort algorithm does a lot of comparisons, this algorithm does 

a very few amount of data moving (Akshay Zade, Vinod Mandloi, 2020). Thus, if the data has small 

keys but has large data area, then standard selection sorting may be the choice to be the quickest one.  

This standard selection sort algorithm is a theoretical analysis. This theoretical analysis gives an 

easy example to understand the selection sort algorithm thoroughly. By doing it one by one by hand, 

each step at a time. We follow the procedure the algorithm does. This gives an in depth understanding 

of this standard selection sort algorithm.  

LITERATURE REVIEW 

Selection sort is a one known algorithm. Experts have done many researches on selection sort. 

Naz Arisha and friends did research in selection sort. He and his team presented the implementation of 

selection sort using several programming language, which are Rush, Python and C/C++, and finally, 

measured the time complexity (Naz et al., 2021). Katon and his team created Garuda League support 

system for esport, with the selection sort method that can be used to facilitate the process of sorting the 

position fo the competing team from the number of points obtained in several tables on league official 

website (Priambodo & Sasongko Wibowo, 2021). Paingan and his team, proposed an algorithm which 

is called selection sort hybrid that is expected to have better performance than the normal selection sort 

algorithm. Selection sort hybrid algorithm combines the maximum and minimum searching techniques. 

This hybrid algorithm finds maximum and minimum values in the same time to sort from both side of 

data (Hardika et al., 2020). Vilchez in his research, proposed and found a remedy on the identified 

problems of the selection sort such as unstable sorting and run time complexity by way of modifying 

this well-known algorithm.  

The new created algorithm was tested using various data and he and his team, verify its 

performance. The result of their research was compared with the other available sorting algorithms. 

They could validate running time complexity. Their research results showed that the newly created 

selection sort algorithm by using distinct and boolean function in the technique of a bidirectional 

enhance selection  has a significant improvement in terms of run time complexity compared with other 

sorting algorithms (Vilchez, 2020). Alotaibi proposed a new in-place sorting algorithm called 

OneByOne (OBO) sort. When compared to selection sort and bubble sort algorithm, OBO demonstrated 

faster run time at different array sizes. OBO also showed nearly equal performance when compared to 

insertion sort algorithm (Alotaibi et al., 2020). Again, Vilchez proposed the modified selection sort 

algorithm that utilizes a bidirectional enhanced selection sort algorithm technique.  

In their research, Vilchez tried to reduce the number of comparisons and iterations that usually 

causes the delay in terms of sorting. The results showed that the modified algorithm has a significant 

run time complexity improvement compared with other O(n2) algorithms (Vilchez, 2020). The sorting 

algorithm must be effective, less complex, stable, and more efficient. Shabaz proposed SA sorting 

algorithm. Shabaz proposed a new approach to operate on both sorted and unsorted lists or records that 

can have better execution time on the sorted list. In their research, Shabaz and team, proposed to sort 

thousands of records either sorted or unsorted. Here, if the record numbers are small, traditional sorting 

approaches can be used. However, in large data, the situation becomes complex. Therefore, an optimized 

sorting approach is required. These SA sorting is an approach that developed to check sorted big 

numbers as it works better on sorted numbers then quick sort and many others (Shabaz & Kumar, 2019). 

Nishant proposed a new algorithm named modified selection sort algorithm, which work on the basis of 

selecting two elements at a time, that means selecting two elements simultaneously (Mishra, 2018) 
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METHOD 

Here, the structure of this journal are comprises of six sections. The first section is introduction. In 

this introduction, the basic idea and the background concept of sorting algorithm is given. The second 

section is literature review. Previous works by other experts are explained here. The third section is 

research method. In this section, the concept of method is presented thoroughly, especially the pseudo 

code of selection algorithm. The fourth section is result. In this section, three theoretical analyses are 

presented. With each ascending order of numbers, analyse from random order into ascending order. The 

next section is discussion. This section explains the analysis in the previous section. The last section is 

conclusion. References are also given in the last part of this journal. 

In this research the main method is theoretical analysis on standard selection sort algorithm. Three 

analyses are given. Each with the basic idea of ascending the data. Selection sort is a well-known 

algorithm to sort numbers, characters, et cetera to be in ascending order or descending order.  

Standard selection sort algorithm is an algorithm that based on comparison to sort data. This 

algorithm will check an array of elements and will try to find the smallest element in the array. Then 

this algorithm exchanges the smallest element with the element in the first position. Then, after finishing 

it, it tries to select the smallest element from the unsorted section of the array after carried out the 

iteration each. It then exchanges the selected smallest element with the element in the unsorted part of 

the array. This process will continue until all elements in the array is sorted fully (Rabiu et al., 2022). 

Standard selection sort is the most simple algorithm, but this algorithm is inefficient in large data sets 

(Chauhan & Duggal, 2020), (Vilchez, 2019). 

Please below find the pseudo code of standard selection sort algorithm, for ascending order of 

numbers. 

Void selectionsort(int arr[], int n) 

{ 

int i, min, temp; 

 for(int i=0;i<n-1;i++) 

 { 

 min=i; 

  for(int j=i+1;j<n;j++) 

  { 

   if (arr[j]<arr[min]) 

    min=j; 

  } 

 temp=arr[min]; 

 arr[min]=arr[j]; 

 arr[j]=temp; 

 } 

} 

 

Sorting algorithm can be differentiated by the following parameters: a)Stability b)Adaptivity 

c)Time Complexity d)Space Complexity. Stability means after sorting those similar elements retain their 

relativistic positions. Adaptivity means, if it sorts the sequences that are close to sorted faster than 

random sequences. Time Complexity means, that the total time required by the program to run to 

completion. Space complexity means the number of memory cells which an algorithm needs (Chauhan 

& Duggal, 2020). 

RESULT 

Below is three theoretical analyses. The basic idea is to make the random order of numbers to be 

an ascending order. Analyses are given with comparison and indexing of the arrays. Three examples are 

given, with random numbers chosen randomly. The analyses comprise of six indexes, which means it is 

with six numbers on it. Swapping comments, which indexes are swap, are also given, which one is swap 

between indexes. 
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First Theoretical Analysis 

Let’s say we have array with indexes from 0 until 5. There are six numbers. Let’s say these numbers 

are 6, 45, 34, 20, 100, 38. We want to make this numbers ascending. Please take a look on the 1st process 

below to 5th process below. There are five process iterations: 

 

1st Process Iteration 

Index:   0 1 2 3 4 5 

Number:  6 45 34 20 100 38 

Comparison  Position 

6<45   0 

6<34   0 

6<20   0 

6<100   0 

6<38   0 

Comment: There is no changing position 

Index:  0 1 2 3 4 5 

Number:  6 45 34 20 100 38 

 

2nd Process Iteration 

Index:   0 1 2 3 4 5 

Number:  6 45 34 20 100 38 

Comparison  Position 

45>34 (change index) 2 

34>20   3 

20<100   3 

20<38   3 

Comment: Swap data on index 1 with index 3 

Index:   0 1 2 3 4 5 

Number:  6 20 34 45 100 38 

 

3rd Process Iteration 

Index:   0 1 2 3 4 5 

Number:  6 20 34 45 100 38 

Comparison  Position 

34<45    2 

34<100   2 

34<38   2 

Comment: There is no changing position 

Index:   0 1 2 3 4 5 

Number:  6 20 34 45 100 38 

 

4th Process Iteration 

Index:   0 1 2 3 4 5 

Number:  6 20 34 45 100 38 

Comparison  Position 

45<100    3 

45>38   5 

Comment: Swap data on index 3 with index 5 

Index:   0 1 2 3 4 5 

Number:  6 20 34 38 100 45 
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5th Process Iteration 

Index:   0 1 2 3 4 5 

Number:  6 20 34 38 100 45 

Comparison  Position 

100>45    5 

Comment: Swap data on index 4 with index 5 

Index:   0 1 2 3 4 5 

Number:  6 20 34 38 45 100 

 

So that the end result of the ascending data is 6, 20, 34, 38, 45, and 100. 

 

Second Theoretical Analysis 

In this second theoretical analysis, let’s say we have array with indexes from 0 until 5. There are 

six numbers. Let’s say these numbers are 89, 40, 33, 56, 99, 39. We want to make this numbers 

ascending. Please take a look on the 1st process to 5th process below. There are five process iterations: 

 

1st Process Iteration 

Index:   0 1 2 3 4 5 

Number:  89 40 33 56 99 39 

Comparison  Position 

89>40   1 

40>33   2 

33<56   2 

33<99   2 

33<39   2 

Comment: Swap data on index 0 with index 2 

Index:  0 1 2 3 4 5 

Number:  33 40 89  56 99 39 

 

2nd Process Iteration 

Index:   0 1 2 3 4 5 

Number:  33 40 89 56 99 39 

Comparison  Position 

40<89   1 

40<56   1 

40<99   1 

40>39   5 

Comment: Swap data on index 1 with index 5 

Index:  0 1 2 3 4 5 

Number:  33 39 89  56 99 40 

 

3rd Process Iteration 

Index:   0 1 2 3 4 5 

Number:  33 39 89 56 99 40 

Comparison  Position 

89>56   3 

56<99   3 

56>40   5 

Comment: Swap data on index 2 with index 5 

Index:  0 1 2 3 4 5 

Number:  33 39 40  56 99 89 
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4th Process Iteration 

Index:   0 1 2 3 4 5 

Number:  33 39 40 56 99 89 

Comparison  Position 

56<99   3 

56<89   3 

Comment: There is no changing position  

Index:  0 1 2 3 4 5 

Number:  33 39 40  56 99 89 

 

5th Process Iteration 

Index:   0 1 2 3 4 5 

Number:  33 39 40 56 99 89 

Comparison  Position 

99>89   5 

Comment: Swap data on index 2 with index 5 

Index:  0 1 2 3 4 5 

Number:  33 39 40  56 89 99 

 

So that the end result of the ascending data is 33, 39, 40, 56, 89, and 99. 

 

Third Theoretical Analysis 

In this third theoretical analysis, let’s say we have array with indexes from 0 until 5. There are six 

numbers. Let’s say these numbers are 28, 30, 37, 2, 78, 23. We want to make this numbers ascending. 

Please take a look on the 1st process to 5th process below. There are five process iterations: 

 

1st Process Iteration 

Index:   0 1 2 3 4 5 

Number:  28 30 37 2 78 23 

Comparison  Position 

28<30   0 

28<37    0 

28>2   3 

2<78   3 

2<23   3 

Comment: Swap data on index 0 with index 3 

Index:  0 1 2 3 4 5 

Number:  2 30 37  28 78 23 

 

2nd Process Iteration 

Index:   0 1 2 3 4 5 

Number:  2 30 37 28 78 23 

 

Comparison  Position 

30<37   1 

30>28    3 

28<78             3 

28>23   5 

Comment: Swap data on index 1 with index 5 

Index:  0 1 2 3 4 5 

Number:  2 23 37  28 78 30 
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3rd Process Iteration 

Index:   0 1 2 3 4 5 

Number:  2 23 37 28 78 30 

Comparison  Position 

37>28   3 

28<78   3 

28<30   3 

Comment: Swap data on index 2 with index 3 

Index:  0 1 2 3 4 5 

Number:  2 23 28  37  78 30 

 

4th Process Iteration 

Index:   0 1 2 3 4 5 

Number:  2 23 28 37 78 30 

Comparison  Position 

37<78   3 

37>30   5 

Comment: Swap data on index 3 with index 5 

Index:  0 1 2 3 4 5 

Number:  2 23 28  30  78 37 

 

5th Process Iteration 

Index:   0 1 2 3 4 5 

Number:  2 23 28 30 78 37 

Comparison  Position 

78>37   5 

Comment: Swap data on index 4 with index 5 

Index:  0 1 2 3 4 5 

Number:  2 23 28  30  37 78 

 

So that the end result of the ascending data is 2, 23, 28, 30, 37 and 78. 

DISCUSSION 

In the first theoretical analysis, we did the procedure step by step and we concluded that, it was 

conducted by hand and we got the numbers to be ascending from 6, 45, 34, 20, 100, 38 to be 6, 20, 34, 

38, 45, 100.  In this first theoretical analysis, we had two ‘there is no changing position’ of index. It was 

in the first process and the third process. But we had three swapping numbers. In the second theoretical 

analysis, again which conducted by hand, we got the numbers to be ascending from 89, 40, 33, 56, 99, 

39 to be 33, 39, 40, 56, 89, 99. Here also, we had one ‘there is no changing position’ of index. This was 

in the fourth process. But we had four swapping numbers. In the third theoretical analysis, again which 

was conducted by hand, we got numbers to be ascending from 28, 30, 37, 2, 78, 23 to be 2, 23, 28, 30, 

37, 78. But, in the third theoretical analysis, we had no ‘there is no changing position’. All of them had 

swapping numbers. In all the analysis, the comparisons of numbers between index were decreasing from 

five times to be just one time.  

 

CONCLUSION 

In this journal, we have learned the standard selection sort algorithm in depth. Based on analysis 

above, we can conclude that selection sort is one well-known algorithm in term of sorting characters 

and numbers. Based on three theoretical analyses above, it needed five process iterations each to make 

the ascending order of numbers. By using indexes from zero to five, which means six numbers, each 

needs five process iterations to finish the algorithm. For future works, some comparisons between 
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selection sort algorithm and other sorting algorithm like bubble sort, heap sort, exchange sort, insertion 

sort, merge sort, and quick sort, can be analyzed and compared, which one is the most effective and 

efficient one. Other future works also can be done by implementing standard selection sort algorithm 

with major programming language like C++ and Python 
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