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Abstract: In increasing sales by increasing consumer satisfaction with the quality 

of coffee sold. A way is needed to make it easier to predict the determination of 

quality coffee so as to increase the efficiency of the coffee sorting process which 

does not take a long time and can increase the productivity of companies that have 

competitiveness. Several developments have been made to improve the 

performance of the algorithm which has the potential to produce good quality 

predictions. Import Copy Data into a format that can be processed to a later stage or 

with a Machine Learning algorithm. Copy data that can be processed is then 

modified in such a way as to ensure that the data is suitable for use in Data Science 

or Machine Learning processes. By using coffee data specifications from the 

plantation to the coffee beans produced, it is expected that coffee quality can be 

predicted quickly without the need for manual calculations or analysis by humans. 

The working procedures for selecting the quality of coffee beans are coffee import 

data, coffee data processing, split test-train coffee data, light gradient enhancement 

machine, yield prediction, and Performance Prediction Evaluation. The amount of 

data used is 1,339 data. The dependent variable in this data is Coffee Quality while 

the rest will be cleaned and processed to serve as an independent variable. The 

accuracy rate of the algorithm in predicting coffee quality is 72%. 

 

Keywords: Coffe quality prediction, light gradient boosting, Data Science 

Approach 

 

INTRODUCTION 

Judging coffee quality was traditionally done by weighing the beans individually into a small cup, grinding 

the beans, then pouring boiling water over them, and after 5 minutes sipping the coffee to the palate with a large 

spoon. Although coffee may have a good and general visual appearance, as indicated by its color, bean 

uniformity, and lack of defective beans, it can have a poor taste due to contamination during processing, storage, 

and transport from the coffee farm to the roaster's warehouse. This process certainly takes a long time and 

requires a large amount of money to employ experts. On the other hand, technological assistance can make the 

coffee quality assessment process more automatic, efficient, and relatively affordable compared to hiring 

experts. 

However, research and system development is needed to achieve technology that can solve these problems. 

Research related to coffee quality has been carried out by several other studies. These include smart farming and 

intelligent imaging to predict defects in coffee leaves(Chemura, Mutanga, Sibanda & Chidoko, 2018), genomic 

classification of Arabica coffee(Sousa, Nascimento, Silva, Nascimento, Cruz, Silva, Almeida, Pestana, Azevedo, 

Zambolim & Caixeta, 2020)  and prediction of coffee quality based on coffee specifications(Christiana & 

Darmawana, 2020). Coffee specifications are proven to be used to determine the quality of coffee. In previous 

research, the Neural Network algorithm was successfully designed to assess coffee quality. 

Apart from Neural Networks, there are also other similar algorithms, namely Light Gradient Boosting. What 

distinguishes Light Gradient Boosting from Neural Networks is that Light Gradient Boosting uses a decision tree 

method that has been developed(Akbilgic, Butler, Karabayir, Chang, Kitzman, Alonso, Chen & Soliman, (2021). 

Light Gradient Boosting (LGB) extends the Gradient Boosting algorithm by adding a type of automatic object 

selection, and focuses on boosting examples with large gradients. This can lead to significant learning 

acceleration and better predictive performance. Thus, the LGB algorithm has become the flagship algorithm for 
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machine learning competitions when working with tabular data for regression and classification predictive 

modeling problems(Ustuner & Sanli, 2019). Several developments have been made to improve the performance 

of the algorithm which has the potential to produce good quality predictions. 

 

LITERATURE REVIEW 

Some of the obstacles that have occurred in selecting each coffee bean directly are considered less effective. 

It is difficult to determine the quality of coffee without clear provisions. So far, choosing the quality of coffee 

based on guesswork. Customers feel disappointed with the quality of the coffee being sold. Everyone has a 

different opinion on the quality of coffee, so it is difficult to determine the average quality for everyone.  

Prediction of specialty coffee flavors based on near-infrared spectra using machine‑ and deep -learning 

methods, predicting the taste quality of specialty coffee using the near infrared spectrum, based on 7 categories 

with 266 samples. Where is coffee grounds as input by training Machine Learning (ML) and Deep Learning 

(DL) models with an accuracy of 70–73% and 75–77% respectively(Chang, Hsueh, Hung, Lu, Peng & Chen, 

2021). Light Gradient Boosting Machine-Based Link Quality Prediction for Wireless Sensor Networks. Effective 

link quality prediction can select high-quality links for communication and improve the reliability of data 

transmission. To improve the accuracy of the link quality prediction model and reduce the model complexity, the 

link quality prediction model is based on the light gradient enhancement engine (LightGBM-LQP). Specifically, 

agglomerative hierarchical clustering and manual splitting were combined to assess link quality and derive 

sample labels. Then, the light gradient boosting machine (LightGBM) and Focal Loss classification algorithms 

are used to estimate the link quality value(Niu, Zhang & Shu, 2022). 

Evaluation of Light Gradient Boosted Machine Learning Technique in Large Scale Land Use and Land 

Cover Classification. Comparison of three machine learning techniques: Random Forest, Support Vector 

Machines, and Light Gradient Boosted Machine, using a training evaluation model of 70%. And 30% testing. 

Evaluate the accuracy of the Light Gradient Boosted Machine model against the more classical and reliable 

Random Forest and Support Vector Machines in terms of classifying land use and land cover over a wide 

geographic area. It was found that the Light Gradient Booted model was slightly more accurate with an increase 

in overall accuracy of 0.01 and 0.059 respectively compared to the Support Vector and Random Forests, but also 

performed about 25% faster on average(McCarty, Woo & Lee, 2020). Forward Chaining Method in an Expert 

System for Assessment of Web-Based Coffee Bean Quality(Raharjo &Agustini, 2020). The quality of each 

coffee bean is assessed based on: color, size, impurities and the level of coffee physical defects. Each sorting of 

coffee beans produces a grade/quality of coffee beans ranging from the best quality (grade 1) to the worst quality 

(grade 6)(Raharjo & Agustini, 2020).   

 

METHOD 

The coffee data used in this study was obtained from the Coffee Quality Institute. This data has also been 

studied by other researchers to predict coffee quality using a Neural Network algorithm or an Artificial Neural 

Network(Christiana & Darmawana, (2020). This data has 44 columns or variables with a total of 1339 data. The 

dependent variables predicted in this study sequentially from best to worst quality include the quality of 

Specialty Grade, Premium, Exchange, and Below Standard coffee. The expectation in this study is to be 

successful in using independent variable data to predict the quality of the coffee. In this research Machine 

Learning will be used to predict the quality of coffee which consists of four outputs, namely, Specialty Grade, 

Premium Grade, Exchange Grade, and finally Below Standard. It is hoped that the algorithm can be used to 

facilitate the assessment of coffee, especially in an effort to increase the efficiency of coffee producing 

companies(Traore, Wilson & Fields, 2018). 

Using coffee specification data from the plantation to the coffee beans produced, it is hoped that coffee 

quality can be predicted quickly without the need for manual calculations or analysis by humans. The work 

procedure for selecting the quality of coffee beans is shown in Fig. 2 below: 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Work Procedure 
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Data coffe import into a format that can be processed to the next stage with a Machine Learning algorithm. 

Imported data has data type .CSV to read each line in the file using commas as delimiters. The results of import 

data in this study are shown in Fig. 2.  

 
 

Fig. 2 Layout import data coffe 

Previous studies used pre-processing techniques before processing data with algorithms. In this study, there 

are several things that will be considered to improve the quality of the Light Gradient Boosting Machine 

algorithm in this study, including data voids, inappropriate data types, and data imbalances. Data emptiness is a 

problem that occurs because there is missing or empty data in part to the whole of a data variables(Madley-

Dowd, Hughes, Tilling & Heron, 2019). Encoding labels can handle data types that do not match or cannot be 

processed. The data type before being processed has an order from bad to very good(Yang, Hou, Zhou, Wang & 

Yan, 2021). In addition, One-hot Encoding is different from Label Encoding, which converts data types that 

have not been processed into numbers 1 or 0 so that the algorithm can understanded(Li, Si,  Xu & Jiang, 2018). 

Coffe data that can be processed is then modified in such a way as to ensure that the data is fit for use for 

Data Science or Machine Learning processes. Observing data gaps is important to prevent confusion in Machine 

Learning algorithms in training to predict coffee quality. The results of observing empty data are shown in 

Figure 3.2 where the black color indicates filled data, while the white color indicates empty data. As shown in 

Figure 3.2, data voids can be found in several independent variables, such as lots. Number, Mill, Company, and 

so on. Overcome the problem of data emptiness by deleting empty data. Then select most of the data to be 

studied. The independent variables used are as many as 8 variables, including "Country.of.Origin", 

"Harvest.Year", "Variety", "Processing.Method", "Category.One.Defects”, 

“Category.Two.Defects" ,"Quakers","altitude_mean_meters" and "Total.Cup.Points". While the dependent 

variable used is "Cupping.Grade". Next is to observe the data type, this is done by observing the data after the 

data void problem has been resolved as shown in Fig. 3. 

 
Fig. 3 Observation results of data emptiness 
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Such as data blanks on owner, quakers, and owner 1. Data blanks will always occur if the accuracy of the test 

is not too high.  

 
Fig. 4 Observation results of data after cleaning from empty data 

The next step is to overcome inappropriate data types as shown in Table 1. To reduce variations in country 

data that are too diverse, the authors group data from countries of origin into 'Others' for countries that have data 

below 10. Then, the results of the research are presented in accordance with the proposed problem-solving stages 

as previously described, which include: 

Table 1. Data Processing 

Variabel  Jenis Pemrosesan Data  

Country of Origin  Mengelompokkan data minoritas menjadi ‘other’  

Harvest Year  Label encoding dari tipe data string menjadi integer  

Variety  Mengelompokkan data minoritas menjadi ‘other’  

Processing  Label encoding dari tipe data string menjadi integer  

Category  -  

Quakers  -  

Altitude  Menghapus data yang terlalu besar atau rendah  

Total Cup Points  Transformasi data menjadi tiga kualitas kopi  (1=Specialty Quality, 2 = 

Premium Quality, 3 =  Usually Good Quality)  

 

After the data is processed, it will produce something like in Figure 3.5. It can be seen that the data type has 

become a classification. However, in the figure it can be seen that there is an imbalance in the data. This can be 

seen from the Premium Quality data which is too much compared to other data. To overcome this kind of data 

imbalance, Random Over Sampling can be done. 

 
Fig. 5 Observation results of the dependent variable are not balanced 
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The next step is to observe again whether the Random Over Sampling works properly. The results of these 

observations are shown in Fig.6. It can be seen that the distance between Premium coffee data and the others is 

not too far.  

 
Fig. 6 Results of observations after the data has been balanced 

Train-Test Split Coffee Data After Processing: To be able to assess the performance of the algorithm in this 

study, it is necessary to divide the data into two types, namely Train Data or training data and Test Data or 

testing data. This process is useful for estimating the performance of Machine Learning algorithms that can be 

applied to prediction-based algorithms. This method is a quick and easy procedure to perform so that we can 

compare the results of our own machine learning models with those of the machines. In general, the test data is 

divided into 30% of the actual data and the training data is divided into 70% of the actual data. In this research, it 

is necessary to divide the data into data for train and test in order to evaluate how well the machine learning 

model performs. Train Data is used to be able to train Machine Learning models. The second data is called Test 

Data, this data is only used for predictions. After performing the Split Data process as shown in Fig 7, the 

resulting Train Data is 1,035 data and the Test Data is 444 data. 

 
Fig. 7. Split data result 

 

Light Gradient Boosting algorithm training: Train data or data prepared for the training process will then be 

used to train the Light Gradient Boosting algorithm so that the algorithm can practice predicting coffee quality 

until it achieves the expected performance. Prediction of coffee quality with the Light Gradient Boosting 

algorithm: After the training process, the trained Light Gradient Boosting algorithm will then be used to predict 

data that has never been studied before. This is important because if the algorithm predicts previously recognized 

data, it is not certain that the algorithm can predict new data. Based on Fig. 8, using the Jupyter Notebook 

application is processing the prediction of the quality of a coffee. 

https://doi.org/10.33395/sinkron.v8i1.12169
mailto:*mawaddah@unprimdn.ac.id


 

Sinkron : Jurnal dan Penelitian Teknik Informatika 
Volume 7, Issue 1, January 2023 

DOI : https://doi.org/10.33395/sinkron.v8i1.12169  

e-ISSN : 2541-2019 
 p-ISSN : 2541-044X 

 

 

*mawaddah@unprimdn.ac.id  
  

 
This is an Creative Commons License This work is licensed under a Creative 
Commons Attribution-NonCommercial 4.0 International License. 568 

 

 
Fig. 8 Coffee quality prediction process 

 

According to the information, number 0 is Specialty Quality, number 1 is Premium Quality and number 2 is 

Good Quality. Once predicted, it will proceed to the stage of comparing the predicted and actual data results 

according to Fig. 8. 

 
Fig. 9 Comparison of predicted and actual data results 

 

It can be seen that there are 2 columns containing predicted data and actual data and numbers are quality 

data. It can be seen after predicting that the results are different. Like experiment 3, the predicted result is 

number 1 which means premium quality but if the actual data results are number 2 which means good quality. 

This means that sometimes the predicted results may differ from the actual results. Fig. 9 shows a comparison of 

the predicted and actual data generated by combining the predicted data from the Light Gradient Boosting 

algorithm with actual coffee quality data. There are 444 data as a whole generated in Test Data or test data. 

Furthermore, the result of a correct prediction is the result of the prediction which agrees with the actual result. 

For example, if the actual results are 1, 2, and 1 respectively, then the correct prediction results are 1, 2, and 1. 

 Evaluation of the ability of the Light Gradient Boosting algorithm: The last step is to evaluate the 

performance of the algorithm in predicting the test data. Good ability is characterized by high accuracy. The 

more correct predictions, the higher the resulting accuracy value. Thus the correct prediction results in this study 

are shown in Figure 3.10. The circled areas show the actual results which match the predicted results. This 

means that the algorithm successfully predicts coffee quality according to the actual coffee quality. The more 

accurate prediction results, as shown in Fig 10, the better the accuracy of the algorithm in predicting coffee 

quality. However, other predictions may not go well and there are several predictions that differ from the actual 

results. 
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Fig. 10 Correct prediction 

 

RESULT 

 The amount of data used is 1,339 data. The dependent variable in this data is Coffee Quality while the rest 

will be cleaned and processed to be used as an independent variable. The data was obtained from the Coffee 

Quality Institute which has also been studied by previous researchers using Deep Learning techniques (Yang, 

Hou, Zhou, Wang, & Yan, 2021). 

In addition, the data type in the harvest year variable also needs to be converted to an integer. An example is 

the previous text or string value "2017/2018" was changed to 2018 (integer). This needs to be done because 

Machine Learning algorithms do not understand text data types. So that integer type data is prioritized in order to 

facilitate assessment. Changes to Onehot encoding form (for example 2018 has a value of 1, and 2017 has a 

value of 0) are not made because the annual data has a hierarchy between bigger and higher. 

 Furthermore, the Country of Origin data or country of origin of coffee production also needs to be simplified. 

This is done by changing the data which amounts to only 1 data so that it is changed to 'others'. This needs to be 

done because the amount of information about the data is too small so that it cannot provide significant learning 

to the Machine Learning algorithm. However, if it is categorized as 'other', there will be a lot of data that has 

similar values. For example, there are 10 countries that only have 1 copy of data, if. the data is changed to 'other' 

then there will be 10 data that have similar values. Then delete the altitude data or the altitude of the plantation 

area where coffee is planted that is too high or too low, namely above 2,000 meters and below 200 meters. Make 

improvements to the data type of variables in the dataset. 

 Then the last is to make the dependent variable the grading of coffee beans based on data on defects, quakers, 

and Total Cupping Point. Defects are coffee defects, and quakers are coffees that do not abnormally brown when 

roasted. Both are used to judge low quality coffee. Meanwhile, a high Total Cupping Point is used to indicate 

high quality coffee. Cupping Grade is the dependent variable used in this study with four levels sequentially 

from highest to lowest, including Specialty, Premium, Exchange, and Below Standard. 

This technique can be effective for Machine Learning algorithms that are affected by data imbalances and where 

multiple duplicate instances for a particular class can affect predictive performance. This can include algorithms 

that learn coefficients iteratively, such as artificial neural networks that use stochastic gradient descent. This can 

also affect models that seek good data separation, such as Supervised Vector Machines and Decision Trees. The 

process includes training and prediction of coffee quality with the Light Gradient Boosting algorithm which will 

produce predictive results that will be evaluated in this study. shows the resulting prediction results. The 

resulting data type is an array with a collection of numbers. This figure is the dependent variable predicted in this 

study. In accordance with the previous design, the numbers 0, 1, and 2 respectively symbolize Specialty, 

Premium, and Usually Good Quality. 

 Things to consider when conducting training and predicting coffee quality are the amount of data used and 

the quality of the data that has been processed. The amount of data used is important because it will determine 

the performance of the prediction results. Little data, for example 50-100 data can produce less than optimal 

performance while sufficient data, for example 500-1000 data can produce optimal performance. Then the 

quality of the data also needs to be considered so that the data can be processed and understood by the Machine 

Learning algorithm. 

By showing a comparison of predicted and actual results. This is done by combining the resulting predicted 

data with actual data that has previously been known. Of course the algorithm doesn't know the actual data so the 

results can be different. The more precise the prediction results are in guessing the actual results, the higher the 

accuracy value of the algorithm will be. 
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 The final step is to evaluate the Light Gradient Boosting algorithm. This stage is carried out with the 

Classification Report function which belongs to the SKLearn library and is shown in Fig. 12. This is useful for 

automating the evaluation of the Light Gradient Boosting algorithm in predicting coffee quality in this study. So 

that each algorithm has finished predicting the data prepared, then a report on the performance of the algorithm 

will be displayed.  

 First of all, the classification_report function needs to be imported into Jupyter Notebook so that it can be 

used. Then the coffee quality prediction results in the form of the DataFrame data type are entered into the 

y_pred variable and the actual y_test coffee quality results are entered into the function along with the three 

predicted coffee quality levels, including Premium, Specialty, and UGQ. The three coffee quality levels are 

entered into variable a which is an array data type with the three coffee quality levels with string data type. 

The accuracy value in Fig. 12 is a benchmark for the performance of the Light Gradient Boosting algorithm 

which will be discussed further in the next chapter. This value is the accuracy performance generated by 

predicting Test Data or test data. The higher the accuracy value, the better the algorithm under study is in 

predicting coffee quality. The lowest value is 0 and the highest value is 1 (100%). 

 

 
Fig. 12 Evaluation result performance Light Gradient Boosting Machine 

  

In addition, the Confusion Matrix technique from the SKLearn library is also used to produce a more detailed 

explanation of the predicted results between actual coffee quality data and predicted coffee quality data. By 

using the Confusion Matrix technique which initially includes data on the three levels of coffee and the 

prediction results as well as the results of the actual coffee quality data, Table 1 can be produced as a truth table 

for coffee quality predictions. The higher the same value between the actual data and the predicted coffee quality 

data, the higher the accuracy value will be. Conversely, if the actual and predicted coffee data values are 

different, the accuracy of the Light Gradient Boosting algorithm in predicting coffee quality will be lower.  

Table 2. Evaluation of the coffee quality prediction truth table 

 

Actual Data Coffe Quality Premium Specialty UGQ 

Premium 120 41 31 

Specialty 17 102 6 

UGQ 26 5 96 

 Then the next is to observe feature importance. It is necessary to. The results of the feature importance 

observations are shown in Fig.13. It can be seen that the variables or features that most influence the prediction 

of coffee quality are 'Category.Two.Defects', 'Country.of.Origin', 'Variety', and 'Harvest.Year'. The four data 

sequentially represent coffee bean defects, country of origin, type of variety, and year of harvest. 

 

 
Fig. 13 Feature Importance 
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DISCUSSIONS 

Because there are three possible outputs on the dependent variable, namely the three types of coffee quality 

to be predicted, there will be 9 possible prediction results. The prediction results in this study are divided into 

two types, true and false. The correct result is the predicted value that corresponds to the actual value. An 

example of a correct prediction is that the actual value of the quality of a coffee is Premium, and the Light 

Gradient Boosting algorithm successfully predicts correctly that the quality of the coffee is Premium, then. So as 

Likewise for other coli quality values, including Specialty and UGQ. 

 

             Table. 2 Correct prediction of coffee quality 

 

 

 

 

 

 

 

 

 

Table 2 displays the results of the number of correct prediction results, including: 120 actual results of Premium 

predicted as Premium, 102 Specialty actual results predicted as Specialty,  96 actual results of UGQ predicted as 

UGQ. On the other hand, the incorrect prediction value is indicated by the difference between the actual coffee 

quality value and that predicted by the Light Gradient Boosting algorithm. For example, if the actual quality 

level of a coffee is Specialty, but the algorithm predicts the quality of the coffee as Premium. Of course this can 

cause losses to the company because the predicted quality of the coffee is different from the actual one. 

Therefore it is necessary to improve the algorithm to achieve the highest possible accuracy value so as to reduce 

the error rate of the algorithm. 

             Table 3. Incorrect coffee quality prediction results 

 

 

 

 

 

 

 Table 3. shows the number of incorrect prediction results, including: 41 actual results of Premium predicted 

as Specialty, 31 actual results of Premium predicted as UGQ, 17 Specialties actual results predicted as Premium, 

6 Specialty actual results predicted as UGQ, 25 UGQ actual results predicted as Premium, 5 actual results of 

UGQ predicted as a Specialty 

 By using these results, the accuracy value is obtained by 72%, it can be said that the Light Gradient Boosting 

algorithm in this study succeeded in predicting the quality of the coffee, but there is a 28% possibility that the 

predicted results do not match the actual results. Further research is needed to improve the accuracy of Light 

Gradient Boosting in predicting coffee quality even better. An accuracy rate close to 100% would be the 

expected achievement for the algorithm to be reliable in predicting coffee quality. Collecting data from the 

perspective of coffee producing companies can also increase the accuracy of predictions. An example is by 

adding data on other coffee specifications, for example the brightness level of the coffee color, the shape and 

size of the coffee, and so on. From the researcher's point of view, the Light Gradient Boosting parameter can also 

be adjusted in order to achieve a higher level of accuracy. 

 After the research results are completed, it can be concluded that the things that contribute to the Light 

Gradient Boosting model which successfully predicts coffee quality in this study include: Selection of 

independent variables that ensure no empty data, Coffee data processing which makes the data usable by the 

Light Gradient Boosting algorithm to predict coffee quality, A sufficient amount of data to ensure the algorithm 

can practice until it reaches the expected performance. 

 While the low value of accuracy in this study can be caused by: Lack of independent variables used. This 

study only uses 8 of the 43 variables available. So there are still variables that have the potential to increase 

accuracy; Not setting the available Light Gradient Boosting parameters to improve accuracy. 

Actual Data Coffe Quality Premium  Specialty  UGQ  

Premium  120  -  -  

Specialty  -  102  -  

UGQ  - - 96 

Actual Data Coffe Quality Premium Specialty  UGQ  

Premium  -  41  31  

Specialty  17  -  6  

UGQ  26  5  -  
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Fig. 14 Overview of coffee yield data that has been researched 

In accordance with Fig. 14, is an image of the results of the data that has been studied. Those studied were 

varieties, research processing methods, aromas, tastes, acidity levels, defects, and many others. Thus the research 

results, the more data, the stronger the evidence of the research results. As well as accuracy also helps to get a 

higher percentage of truth and avoid mistakes. 

 
Fig. 15 At a Glance Data on coffee owner, country of origin, and farm name 

In accordance with Fig. 15, is the data owner, country of origin, and farm name. Where everything is 

recorded in detail so that the research process can take place precisely and in more detail because there is the 

owner's name, country of origin and the name of the coffee plantation. And don't forget the species of coffee 

which is very important in coffee research. It can be seen from Table 4, there is an owner of a coffee with the 

owner and the origin of the plant. 

Table 4. Brief Data Coffe 

Owner     Species Country of Origin 

Metad plc    Arabica Ethiopia 

Ground for helath admin   Arabica    Guatemala 

Mohammed Lalo   Arabica Arabica 

 

 

CONCLUSION 

After the research results are completed, it can be concluded that the things that contribute to the Light 

Gradient Boosting model which successfully predicts coffee quality in this study include: selection of 

independent variables that ensure no empty data; Coffee data processing which makes the data usable by the 

Light Gradient Boosting algorithm to predict coffee quality; A sufficient amount of data to ensure the algorithm 

can practice until it reaches the expected performance. Based on the results of the research that has been done, 

several conclusions can be drawn: Predict coffee quality with 1,339 coffee specification data using the Light 
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Gradient Boosting Machine algorithm; The level of accuracy of the algorithm in predicting coffee quality is 

72%. 
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