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Abstract: Transportation is an activity of moving things such as humans,
animals, plants and goods from one place to another. To be able to implement
transportation, we need a means of transportation that suits our needs. For in
Indonesia, people are more inclined to land transportation. That's because
land transportation already has a lot of vehicles. Land transportation already
has many vehicles that can be used, both for private and for the public. Each
vehicle has its uses and risks as well. Therefore we will do a data cluster from
the trains. We chose the train, because the risk from using the train is very
small, meaning that there is a lot of public interest in trains. So we want to
do a cluster on rail passengers. The cluster that we do is to group passenger
data based on the similarity of passenger data. We will do the cluster using
the K-Means method. The K-Means method is very suitable when used to
perform a cluster. K-Means will process widgets that are made according to
the needs of the research. So after we enter the method in the widget pattern,
the widget will process it to output the results from the cluster that we created.
The cluster process using the K-Means method will be applied using the
orange application. After we apply it, the data will later be clustered, we will
cluster data as many as 3 clusters. Then the incoming data will appear in
clusters 1, 2 and 3, both from business and executive classes.

Keywords: Confusion Matrix, Data Mining, K-Means, Orange, Roc
Analysis,

INTRODUCTION

Transportation is the process of physically moving people or goods from one place to another within
a certain time by using or being driven by humans, animals or machines. In the process of moving, we
need a tool that can be used to move goods or something else from one place to another. There are
several types of transportation that can be used, transportation equipment used on land, at sea and in the
air. The means of transportation used on land include buses, trains, cars, motorbikes and many others.
For sea transportation there are ships, boats, and for air transportation there are planes. Each means of
transportation has its own functions and uses. In terms of choosing a means of transportation, usually
prospective passengers see the level of risk that will occur. Judging from the level of risk, air and sea
transportation has a big risk. Meanwhile, land transportation has a small risk, especially like a train,
which has a very small risk. That is because the trains run according to the rails or their paths. Therefore,
many people are interested in taking the train. So we are interested in land transportation, namely trains.
Therefore we want to cluster train passenger data, both business and executive class. PT. Indonesian
Railroad (KAI) is one of the land transportation services that has been operating throughout
Indonesia.(Adawia, Azizah, Endriastuty, & Sugandhi, 2020)
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The means of transportation that are often used by passengers is ground transportation. In this study,
we will conduct a data cluster. A cluster will store data based on the similarity of the data.(Al-Ars & Al-
Bakry, 2019) The data that we will cluster is train passenger data for January 2023. We will cluster
passenger data from business and executive classes. In the cluster process, we will need a method that
can process data for the cluster. Previously, clustering was a process of grouping data based on the
similarity of a data. The cluster system will be able to minimize energy and be able to group data
efficiently.(Hassen, Lafta, Noman, & Ali, 2019) A cluster can be characterized by looking at the
similarities and similarities of the group attributes and dissimilarity can also be seen from the group
attributes.(Hamzaoui, Amnai, Choukri, & Fakhri, 2020)

Data mining is a process of collecting and processing data with the aim of extracting important
information in large data.(Bui et al., 2020)(Ghaedi, Farizani, & Ghaemi, 2021)(Ucar & Karahoca,
2021)(Dirjen et al., 2018) By doing data mining, we can get an efficient understanding of multi-view
sentiment textual data.(Yassir et al., 2020) The data mining that we are doing is we will do a cluster on
train passenger data. To do this data mining, of course we will need a method that is suitable and can be
used to cluster train passenger data. In this study we will use the K-Means method to carry out a cluster
of train passenger data.

METHOD

The K-Means method is an unsupervised learning method for defining cluster centers and grouping
data based on the same data.(Riza, Rosdiyana, Wahyudin, & Pérez, 2021) So any data that has
similarities and similarities will be clustered based on their respective groups.(Widiyanto & Witanti,
2021) This method is a kernel-based method as a non-probabilistic technique used to group
data.(Rustam, Hartini, Pratama, Yunus, & Hidayat, 2020)

Confusion Matrix

The confusion matrix is an easy and effective tool to use to show the performance of a Classification
and is very easy to use to determine the results.(Yun, 2021) Confusion matrix can be used to evaluate
the work results of a model and can be used to determine the results of a data mining. The confusion
matrix has several calculations, namely as follows.

Table 1. Confusion Matrix
True Class (Actual)

Confusion Matrix

P N
Predicted class Y True Positive (TP) False Positive (FP)
N False Negative (FN)  True Negative (TN)

To determine the calculation of the confusion matrix, we can do it by calculating accuracy, precision
and recall.

Accuracy = S £ E— 100% (Yun, 2021)
TP+TN+FP+FN

Precision = —— X 100%
TP+ FP

(Normawati & Prayogi, 2021)

Accuracy = TPZPFN X 100%

(Agustina, Adrian, & Hermawati, 2021)
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RESULT

Analysis Data

In the picture below is the cumulative data on the number of train passengers every day, from the
morning Sri Bar, afternoon Sri Bar and Evening Sri Bar trains. | got the data from the Indonesian
Railways (KAI) office in Medan. We will cluster the data into 3 clusters using the K-Means method.

CLASS TIMETABLE PRICE Sri Bilah Pagi Sri Bilah Siang Sri Bilah Malam
Bisnis 01/01/2023 Rp 160,000.00 110 115 100
Bisnis 02/01/2023 Rp 160,000.00 115 110 110
Bisnis 03/01/2023 Rp 160,000.00 106 100 100
Bisnis 04/01/2023 Rp 160,000.00 120 115 115
Bisnis 05/01/2023 Rp 160,000.00 100 105 90
Bisnis 06/01/2023 Rp 160,000.00 123 120 117
Bisnis 07/01/2023 Rp 160,000.00 120 125 120
Bisnis 08/01/2023 Rp 160,000.00 110 115 115
Bisnis 09/01/2023 Rp 160,000.00 130 100 100
Bisnis 10/01/2023 Rp 160,000.00 110 100 100
Bisnis 11/01/2023 Rp 160,000.00 120 115 115
Bisnis 12/01/2023 Rp 160,000.00 124 112 117
Bisnis 13/01/2023 Rp 160,000.00 115 120 110
Bisnis 14/01/2023 Rp 160,000.00 110 110 125
Bisnis 15/01/2023 Rp 160,000.00 130 125 130
Bisnis 16/01/2023 Rp 160,000.00 123 90 100
Bisnis 17/01/2023 Rp 160,000.00 117 100 105
Bisnis 18/01/2023 Rp 160,000.00 100 90 95
Bishis 19/01/2023 Rp 160,000.00 102 95 95
Bisnis 20/01/2023 Rp 160,000.00 125 120 130
Bisnis 21/01/2023 Rp 160,000.00 130 125 125
Bisnis 22/01/2023 Rp 160,000.00 115 120 130
Bisnis 23/01/2023 Rp 160,000.00 102 100 98
Bisnis 24/01/2023 Rp 160,000.00 108 100 90
Bisnis 25/01/2023 Rp 160,000.00 109 104 100
Bisnis 26/01/2023 Rp 160,000.00 100 95 95
Bisnis 27/01/2023 Rp 160,000.00 135 125 124
Bisnis 28/01/2023 Rp 160,000.00 140 119 135
Bisnis 29/01/2023 Rp 160,000.00 125 126 130
Bisnis 30/01/2023 Rp 160,000.00 125 126 100
Bisnis 31/01/2023 Rp 160,000.00 115 100 100
Eksekutif 01/01/2023 Rp 215,000.00 95 95 90
Eksekutif 02/01/2023 Rp 215,000.00 90 85 98
Eksekutif 03/01/2023 Rp 215,000.00 88 80 78
Eksekutif 04/01/2023 Rp 215,000.00 95 90 98
Eksekutif 05/01/2023 Rp 215,000.00 66 70 76
Eksekutif 06/01/2023 Rp 215,000.00 78 80 102
Eksekutif 07/01/2023 Rp 215,000.00 90 95 104
Eksekutif 08/01/2023 Rp 215,000.00 102 104 100
Eksekutif 09/01/2023 Rp 215,000.00 90 95 95
Eksekutif 10/01/2023 Rp 215,000.00 80 75 87
Eksekutif 11/01/2023 Rp 215,000.00 95 90 90
Eksekutif 12/01/2023 Rp 215,000.00 90 85 98
Eksekutif 13/01/2023 Rp 215,000.00 90 95 96
Eksekutif 14/01/2023 Rp 215,000.00 97 100 92
Eksekutif 15/01/2023 Rp 215,000.00 100 104 104
Eksekutif 16/01/2023 Rp 215,000.00 90 85 99
Eksekutif 17/01/2023 Rp 215,000.00 85 80 80
Eksekutif 18/01/2023 Rp 215,000.00 80 75 87
Eksekutif 19/01/2023 Rp 215,000.00 90 95 97
Eksekutif 20/01/2023 Rp 215,000.00 98 100 99
Eksekutif 21/01/2023 Rp 215,000.00 100 105 104
Eksekutif 22/01/2023 Rp 215,000.00 100 104 156
Eksekutif 23/01/2023 Rp 215,000.00 85 80 90
Eksekutif 24/01/2023 Rp 215,000.00 80 85 89
Eksekutif 25/01/2023 Rp 215,000.00 90 95 92
Eksekutif 26/01/2023 Rp 215,000.00 95 90 100
Eksekutif 27/01/2023 Rp 215,000.00 100 105 102
Eksekutif 28/01/2023 Rp 215,000.00 105 104 100
Eksekutif 29/01/2023 Rp 215,000.00 100 100 104
Eksekutif 30/01/2023 Rp 215,000.00 100 100 98
Eksekutif 31/01/2023 Rp 215,000.00 90 85 98

Figure 1. Passenger Data
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In Figure 1, the data table above is cumulative data on the number of passengers each day. The data
contains several attributes that are used to cluster data mining. These attributes are class, schedule, price,
sri bilah pagi, sri bilah siang, dan sri bilah malam. As for the Sri attribute, the sri bilah pagi until sri
bilah malam contains the number of passengers each day.

TABLE 2
PASSENGER DATA ATTRIBUTES
No Atribut Type Deskripsi
1  Class Category The type of train used
2  Timetable DateTime Train departure time
3 Price Numeric Cost required
4 Sri Bilah Pagi Numeric The number of passengers on the morning
train
5  SriBilah Siang Numeric The number of passengers on the afternoon
train
6  Sri Bilah Malam Numeric Night train passengers

In the attribute table. The attribute of this research is the data we obtained from the Indonesian
Railways (KAL) office in Medan. The attribute data is equipped with the type and description of each
attribute.

Data Training

Training data is data that will be used as a sample in this study. The data we have obtained has the
file.xIsx format. Then we arrange the data according to the needs of the k-means method so that we can
cluster the data.

*name of corresponding author

This is an Creative Commons License This work is licensed under a Creative
BY NG Commons Attribution-NonCommercial 4.0 International License. 828


https://doi.org/10.33395/sinkron.v8i2.12260

S . 'k Sinkron : Jurnal dan Penelitian Teknik Informatika
ln Ton Volume 7, Number 2, April 2023

DOI : https://doi.org/10.33395/sinkron.v8i2.12260

e-ISSN : 2541-2019
p-1SSN : 2541-044X

CLASS TIMETABLE PRICE Sri Bilah Pagi Sri Bilah Siang Sri Bilah Malam
Bisnis 01/01/2023 Rp 160,000.00 110 115 100
Bisnis 02/01/2023 Rp 160,000.00 115 110 110
Bisnis 03/01/2023 Rp 160,000.00 106 100 100
Bisnis 04/01/2023 Rp 160,000.00 120 115 115
Bisnis 05/01/2023 Rp 160,000.00 100 105 90
Bisnis 06/01/2023 Rp 160,000.00 123 120 117
Bisnis 07/01/2023 Rp 160,000.00 120 125 120
Bisnis 08/01/2023 Rp 160,000.00 110 115 115
Bisnis 09/01/2023 Rp 160,000.00 130 100 100
Bisnis 10/01/2023 Rp 160,000.00 110 100 100
Bisnis 11/01/2023 Rp 160,000.00 120 115 115
Bisnis 12/01/2023 Rp 160,000.00 124 112 117
Bisnis 13/01/2023 Rp 160,000.00 115 120 110
Bisnis 14/01/2023 Rp 160,000.00 110 110 125
Bisnis 15/01/2023 Rp 160,000.00 130 125 130
Bisnis 16/01/2023 Rp 160,000.00 123 90 100
Bisnis 17/01/2023 Rp 160,000.00 117 100 105
Bisnis 18/01/2023 Rp 160,000.00 100 90 9
Bisnis 19/01/2023 Rp 160,000.00 102 9% 9%
Bisnis 20/01/2023 Rp 160,000.00 125 120 130
Bisnis 21/01/2023 Rp 160,000.00 130 125 125
Bisnis 22/01/2023 Rp 160,000.00 115 120 130
Bisnis 23/01/2023 Rp 160,000.00 102 100 %8
Bisnis 24/01/2023 Rp 160,000.00 108 100 90
Bisnis 25/01/2023 Rp 160,000.00 109 104 100
Bisnis 26/01/2023 Rp 160,000.00 100 95 9
Bisnis 27/01/2023 Rp 160,000.00 135 125 124
Bisnis 28/01/2023 Rp 160,000.00 140 119 135
Bisnis 29/01/2023 Rp 160,000.00 125 126 130
Bisnis 30/01/2023 Rp 160,000.00 125 126 100
Bisnis 31/01/2023 Rp 160,000.00 115 100 100
Eksekutif 01/01/2023 Rp 215,000.00 95 9% 90
Eksekutif 02/01/2023 Rp 215,000.00 90 85 %8
Eksekutif 03/01/2023 Rp 215,000.00 88 80 78
Eksekutif 04/01/2023 Rp 215,000.00 95 90 %
Eksekutif 05/01/2023 Rp 215,000.00 66 70 76
Eksekutif 06/01/2023 Rp 215,000.00 78 80 102
Eksekutif 07/01/2023 Rp 215,000.00 20 95 104
Eksekutif 08/01/2023 Rp 215,000.00 102 104 100
Eksekutif 09/01/2023 Rp 215,000.00 90 9% 95
Eksekutif 10/01/2023 Rp 215,000.00 80 75 87
Eksekutif 11/01/2023 Rp 215,000.00 95 90 90
Eksekutif 12/01/2023 Rp 215,000.00 90 85 9
Eksekutif 13/01/2023 Rp 215,000.00 90 9% %
Eksekutif 14/01/2023 Rp 215,000.00 97 100 92
Eksekutif 15/01/2023 Rp 215,000.00 100 104 104
Eksekutif 16/01/2023 Rp 215,000.00 90 85 99
Eksekutif 17/01/2023 Rp 215,000.00 85 80 80
Eksekutif 18/01/2023 Rp 215,000.00 80 75 87
Eksekutif 19/01/2023 Rp 215,000.00 90 9% 97
Eksekutif 20/01/2023 Rp 215,000.00 9% 100 99
Eksekutif 21/01/2023 Rp 215,000.00 100 105 104
Eksekutif 22/01/2023 Rp 215,000.00 100 104 156
Eksekutif 23/01/2023 Rp 215,000.00 85 80 90
Eksekutif 24/01/2023 Rp 215,000.00 80 85 89
Eksekutif 25/01/2023 Rp 215,000.00 90 9% 92
Eksekutif 26/01/2023 Rp 215,000.00 95 90 100
Eksekutif 27/01/2023 Rp 215,000.00 100 105 102
Eksekutif 28/01/2023 Rp 215,000.00 105 104 100
Eksekutif 29/01/2023 Rp 215,000.00 100 100 104
Eksekutif 30/01/2023 Rp 215,000.00 100 100 9
Eksekutif 31/01/2023 Rp 215,000.00 90 85 %

Figure 2. Data Training

Figure 2 contains the cumulative data of train passengers every day. We will use this data to cluster
data using the k-means method.
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Info

62 instance(s)

6 feature(s) (no missing values)
Data has no target variable.

0 meta attribute(s)

Columns (Double diick to edit)

Name Type Role Values ‘ F
1 'Class categorical  target Bisnis, Eksekutif ‘
2 Jadwal 0l datetime  meta
3 Harga text meta [
4 SriBilah Pagi numeric feature

5 SriBilah Siang numeric feature

6 SriBilah Malam [ numeric feature

Reset Apply

Browse documentation datasets

2B |Be
Figure 3. Selection of training data targets

Figure 3 contains the attributes that we have compiled from the data we obtained from the Indonesian
Railways (KAL) office in Medan and those attributes that we will use to carry out a data cluster using
the k-means method and change the type of class attribute which was originally a target feature so that
we can cluster correctly.

Data Row Selection Process

The row selection process is a process for selecting and determining which row we will make a
condition for later to be clustered.

3 Select Rows - Orange = a X

Conditions

Class V} is v } v\ >

Add All Variables| | Remove All

[[] Remove unused features
Send Automatically
[[] Remove unused dasses

2B |He B6-|-
Figure 4. Data Selection Process/ Preprocessing

In Figure 4 it contains the part of the row we selected which is contained in the training data. The
selection is made to determine the part of the row that we will cluster.
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Data Mining Process
The data mining process is carried out using the data cluster model using the k-means method. To
do this cluster we use the orange application. This is done to cluster cumulative data on Indonesian

Railways (KAI) passengers.

D Scatter Plot
s g
& DATA TABLE \‘yé\
Selected Data — oy & Confusion Matrix
s Data i 5,
%,
D e 0%0
g o DFE{GSTFAE%LE 5| Testand Score ":% /
DATA CLUSTER ) & 2, £ /
% o5 k-Means % .
F
E| 5 I3 ROC A
> bz _/‘ nalysis
g Ix
* g
Select Rows Box Plot Logistic Regression
ih.
Distributions

Figure 5. Data Mining Process

In Figure 5 is a widget that is used to carry out a data cluster using the k-means method. We will
cluster cumulative data on train passengers based on similarities between data.

Proses Pengujian Model Klaster
In the data testing process, the neural network method will be used to classify community data. To
carry out this classification we will need training data and test data which will be sample data, this data

is data from the Kotapinang Subdistrict community which will be carried out using the k-means method
for cluster data. To do a cluster we don't need to use training and testing data, but we only need 1 data

that already contains the target attribute that we will cluster later.

Scatter Plot
% vx
§ View
&

©
pel o
& DATA TABLE &Qo(\
D Selected Data — - & Confusion Matrix
o2 Data A Q%
i 5 %,
g o'’ DACIG STrAE?{LE 5| Testand Score 51% /
z g /
3/, ) H
DATA CLUSTER % Sk kMeans % 3
R
§ T 1:_ /- ROC Analysis
- g
Select Rows Box Plot Logistic Regression
th.

Distributions

Figure 6. Train Passenger Cluster Widget Design Model

In Figure 6 is the widget pattern needed when carrying out a data cluster. The widget in the red box
is the k-means method that we use to cluster data. We will cluster data based on the similarity of the

data.

*name of corresponding author
This is an Creative Commons License This work is licensed under a Creative
831

@' BY NC Commons Attribution-NonCommercial 4.0 International License.


https://doi.org/10.33395/sinkron.v8i2.12260

S . 'k Sinkron : Jurnal dan Penelitian Teknik Informatika
ln Ton Volume 7, Number 2, April 2023

DOI : https://doi.org/10.33395/sinkron.v8i2.12260

e-ISSN : 2541-2019
p-1SSN : 2541-044X

Cluster Model Prediction Process

This process is a process carried out to carry out a prediction by clustering data using the k-means
method. The data will be clustered based on the similarity of the data. For the results of predictions
Classification of this data can be seen in Figure 7.

Class Jadwal
1 [Bishis 2023-01-01 000...
2 |Bisnis 2023-01-02 000...
3 |Bisnis 2023-01-03 00:0...
4 |Bisnis 2023-01-04 00:0...
5 Bisnis 2023-01-05 00:0...
& |Bisnis 2023-01-06 00:0...
7 |Bisnis 2023-01-07 00:0...
s [Bisnis 2023-01-08 00:0...
s [Bisnis 2023-01-09 00:0...
10 |Bisnis 2023-01-10 00:0...
11 |Bisnis 2023-01-11 00:0...
12 |Bisnis 2023-01-12 000..
13 |Bisnis 2023-01-13 00:0..
14 [Bisnis 2023-01-14 000...
15 |Bisnis 2023-01-15 00:0...
16 |Bisnis 2023-01-16 00:0...
17 |Bisnis 2023-01-17000..
15 |Bisnis 2023-01-18 00:0...
19 |Bisnis 2023-01-19 00:0...
20 |Bishis 2023-01-20 00:0...
21 |Bishis 2023-01-21 000..
22 |Bisnis. 2023-01-22 000...
23 |Bisnis 2023-01-23 00:0...
24 [Bisnis 2023-01-24 00:0...
25 |Bishis 2023-01-25 000...
2 |Bisnis 2023-01-26 00:0...
27 |Bisnis 2023-01-27 00:0...
23 |Bisnis 2023-01-28 00:0...
25 |Bishis 2023-01-29 00:0...
30 |Bisnis. 2023-01-30 000...

Harga
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000
160000

Cluster Silhouette Sri Bilah Pagi Sri Bilah Siang
a 0.614665 110 15
a 0.533205 15 110
a 0.672946 106 100
(e} 0.614274 120 15
ca 0.618321 100 105
(o] 0.65197 123 120
Q 0.659523 120 125
(e 0.539808 110 15
a 0.587507 130 100
a 0.674114 110 100
2 0.614274 120 15
Q 0.615235 124 12
c 0.564202 115 120
2 0.581506 110 110
Q 0.67211 130 125
a3 0.613101 123 90
a 0.645129 17 100
a 0.510416 100 90
a 0.592602 102 95
(e} 0.67164 125 120
(o] 0.672181 130 125
2 0.653901 115 120
ca 0.657459 102 100
a3 0.635387 108 100
a 0.680534 109 104
a3 0.566716 100 95
c2 0.662866 135 125
(e} 0.648205 140 19
c2 0.672459 125 126
c2 0.539025 125 126

Sri Bilah Malam
100
110
100
115
90
17
120
115
100
100
115
17
110
125
130
100
105
95
95
130
125
130
98

100

95
124
135
130
100

Figure 7. Results from predictions using the K-Means method

Figure 7 shows the predicted results from the data cluster process using the k-means method.

Cluster Model Evaluation Results
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Figure 8. Cluster Evaluation Widget
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Figure 8 contains the results of the data cluster evaluation which consists of several widgets needed
to determine test scores and scores. After we get the test scores and scores, later we will look for values
from the confusion matrix and ROC analysis. To get these three results, we need to use a widget called
Logistic Regression so that the results from tests and scores, Confusion Matrix and ROC Analysis can

come out.
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Figure 9. Results of Test and Score

In Figure 9 are the results of the test and the score we get from 62 cumulative data on train passengers,
so we will get the result of an AUC of 0.975.

Evaluation Results with Confusion Matrix
The Confusion Matrix is a measuring tool for making predictions by adjusting data based on data
similarity using the k-means method.

B ooy w o)
Fredicted

Bisnis Eksekutif y

Bisnis 28 3 31

2 Eksekutif 1 30 31
L=

s 29 33 62

Figure 10. Confusion Matrix value of K-Means method

Figure 10. The True Positive (TP) result is 28. True Negative (TN) is 30, False Positive (FP) is 3 and
False Negative (FN) is 1. Then the values for accuracy, precision and recall are as follows:

Accuracy = % + 100% Then the Accuracy value = 93%
Presisi = % + 100% Then the Precision value = 90%
Recall = - 82_‘: - +100% Then the Recall value = 96%
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Evaluation Results with ROC Curve
The Roc Curve is obtained from the true signal (sensitivity) and (1 specificity) over the entire cut off
point range to obtain the ROC curve visualized from the Confusion Matrix. The results of the ROC

graph can be seen in Figures 11 and 12.
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Figure 11. ROC Analysis Targeting Social Assistance Eligible People

Figure 11 states that the results of the ROC Analysis of cumulative passengers in business class using
the k-means method, the result is 0.464.

#~ ROC Analysis - Orange

Plot
] I —
lo.536

Classifiers 3%

M Logistic Regression

0.58 —

Curves
Merge Predictions from Folds v

TP Rate (Sensitivity )

[] show convex ROC curves

L [] Show ROC convex hull
Analysis

Default threshold (0.5) point

Show performance line

FP Cost: 500 (%

0.03
FN Cost: 500 (% 0.00
Prior probability: 0.0003 0.10 0.32 1.00

FP Rate (1-Specificity)

288 | 3 ne
Figure 12. ROC analysis targeting people who are not eligible for social assistance

Figure 12 states that the results of the ROC analysis of cumulative passengers in the executive class
using the k-means method, the result is 0.536.
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Results of Scatter Plots
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Figure 13. Hasil Scatter Plot

Figure 13 contains the results of the cumulative data cluster for train passengers. Each cluster has
different shapes and the results of the three clusters that we have done using the k-means method can
already be seen in the scatter plot.

Results of Box Plots
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Figure 14. Cluster Evaluation Widget

Figure 14 contains the amount of data entered in clusters 1, 2 and 3, both business and executive
classes, but the shape is horizontal. It is clear that most data for the executive class is included in cluster
1, but some executive data is included in cluster 2 and cluster 3. Then the business class data is almost
divided into two, namely cluster 2 and cluster 3, but there is also a small amount of data business class
is included in cluster 1.

*name of corresponding author

This is an Creative Commons License This work is licensed under a Creative
BY NG Commons Attribution-NonCommercial 4.0 International License. 835


https://doi.org/10.33395/sinkron.v8i2.12260

S » 'k Sinkron : Jurnal dan Penelitian Teknik Informatika
ln Ton Volume 7, Number 2, April 2023 e-ISSN : 2541-2019
e DO https://doi.org/10.33395/sinkron.v8i2.12260 p-ISSN : 2541-044X

Results from Distributions
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Figure 15. Cluster Evaluation Widget

In Figure 15, the contents are almost the same as the explanation and form of the Boxplot results, it's
just that the Distribution results have a vertical shape like a bar chart in general. So the explanation is
the same as the Box Plot. The two widgets display the amount of data from each class included in
clusters 1, 2 and 3.

DISCUSSIONS

Land transportation is very popular in Indonesia, because many people think that riding a land vehicle
can make passengers comfortable, especially if they use rail vehicles. The train is one of the favorites
for people who are afraid to drive. Therefore, we will try to cluster the passenger data into 3 clusters.
To carry out a train passenger data cluster, we will use the K-Means cluster method. This method is
often used by people to do a data cluster. so this data becomes a very suitable method for clustering data.
After we use the k-means method, we will find the results of the passenger data clusters.

CONCLUSION

The means of transportation that are often used by passengers is ground transportation. In this study,
we will conduct a data cluster. A cluster will store data based on the similarity of the data. The data that
we will cluster is train passenger data for January 2023. We will cluster passenger data from business
and executive classes. In the cluster process, we will need a method that can process data for the cluster.
Previously, clustering was a process of grouping data based on the similarity of a data. Cluster systems
will be able to minimize energy and be able to group data efficiently. A cluster can be characterized by
looking at the similarities and similarities of the group attributes and dissimilarity can also be seen from
the group attributes. This research was conducted to cluster train passenger data. By using the K-Means
method we will cluster the data into 3 clusters. Each cluster will have its own group based on the
similarity of the data. The K-Means method is a method used to cluster data based on data similarity.
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