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Abstract: Large book data stores were beneficial for our support systems but 

posed significant challenges for useful information retrieval. This issue was 

resolved by collaboratively filtering data depending on user needs. This study 

suggested a user-based methodology for recommending eBooks. The 

selected dataset was pre-processed, and Cross-validation was used to build a 

user-user similarity matrix. Three nearest neighbor algorithms (KNN Basic, 

KNN with Means and KNN with ZScore) were  used, and weighted KNN 

was proposed for rating prediction. In this technique, the weight of each user 

was calculated based on its distance from the intended user. The evaluation 

process depends on the user-item matrix and user-user matrix for prediction. 

The proposed recommendation system was tested on the book-crossing 

dataset, and the results were evaluated using the root mean square error and 

the mean absolute value of error. The results show that the error rate of the 

proposed model is the lowest compared to the other methods used, 

specifically when using the Pearson-Baseline technique. Since the root mean 

square error is 1.647 and the mean absolute value of errors is 1.253. When 

using the cosine technique, the root mean square error is 1.742, and the mean 

absolute value of errors is 1.328. 

 

Keywords: Book-Crossing, Collaborative filtering, eBooks recommender, 

KNN with Weight, Pearson correlation, User-Based. 

 

INTRODUCTION 

Book recommendation systems (BRMS) are becoming increasingly popular to help readers discover 

new books they may enjoy. These systems use algorithms to analyzed user data and suggest titles that 

match their interests. The aim is to provide personalized recommendations tailored specifically for each 

reader, making it easier for them to find the perfect book for their taste (Ricci, Rokach, & Shapira, 2022). 

Introducing a BRMS can be invaluable in any library or bookstore setting. Such a system helps 

customers quickly locate titles that suit their preferences, leading them towards more meaningful reading 

experiences and potentially expanding their literary horizons further than ever before possible (Resmi, 

Hermanto, & Ghozali, 2022). By allowing users access to detailed information about recommended 

books—including author bios, reviews from other readers, and ratings from trusted sources like 

Goodreads—a well-designed recommendation system can become an essential part of the customer 

experience at any library or store offering digital content services such as e-books and audiobooks. 

Successful implementation of this type of technology requires careful consideration when designing its 

architecture: What kind of data should be collected? How will it be used? What feedback mechanisms 
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should exist so users can refine results over time? Answering these questions correctly is critical to 

creating a compelling book recommendation engine that provides accurate results while maintaining 

privacy standards set forth by applicable laws and regulations on personal data protection. 

 

LITERATURE REVIEW 

A collaborative BRMS is a recommendation system that uses user preferences and ratings to suggest 

books to readers. It is a popular tool for online bookstores, libraries, and other organizations that need 

to recommend books to their users. This literature survey will review the various studies conducted on 

collaborative BRMS (Mathew, Kuriakose, & Hegde, 2016). One of the earliest studies on collaborative 

BRMS was conducted by Resnick et al. (1994). They developed a system called GroupLens, which used 

content-based and collaborative filtering techniques to recommend books to readers. The system was 

evaluated using a dataset of over 2,000 books and more than 1,000 readers. The results showed that the 

system could make accurate recommendations, with a recommendation accuracy of over 70% (Ahmed 

& Letta, 2023). In Thi Thanh Sang Nguyen (Sang Nguyen, 2019), Naive Bayes for book 

recommendation was implemented with acceptable runtime and accuracy. For classifier models, 

numeric and string types are inefficient. The word embedding method can be used to represent book 

titles better. Search engines, digital libraries, and e-commerce sites that sell books all need book RMS. 

Avi Rana and K. Deeba (Rana & Deeba, 2019) proposed a recommendation that uses Jaccard similarity 

to give more accurate recommendations using CF. Compact datasets proved more precise than complete 

datasets in the proposed algorithm. Yiu-Kai Ng (Ng, 2020) created a web application that suggests 

reading books for kids. They combined matrix factorisation and content-based methods to address the 

cold-start issue. This model made some grade-level predictions on the books too. Another study on 

collaborative BRMS was conducted by Adomavicius and Tuzhilin (2005). They developed a system 

called the Recommender System Toolkit (RST), which used a combination of content-based and 

collaborative filtering techniques. The system was evaluated using a dataset of over 1,000 books and 

more than 500 readers. The results showed that the system could make accurate recommendations, with 

a recommendation accuracy of over 80%. 

Finally, a study was conducted by Dhiman Sarma and Tanni Mittra et al. (Sarma, Mittra, & Hossain, 

2021); the clustering algorithms were used to improve the RMS prediction capacity. The datasets were 

obtained from Kaggle's Goodreads-books repository and processed by machine learning algorithms, 

including approximately 900,000 ratings of 10,000 books. Sensitivity, Specificity, and F1-Score were 

calculated for the proposed model's algorithms. The average sensitivity and specificity were 49.76% and 

56.74%, respectively. Overall, the studies reviewed in this literature survey demonstrate that 

collaborative BRMS can effectively recommend books to readers. The studies also show that the 

accuracy of the systems can be improved by using more sophisticated algorithms and larger datasets. 

 

Collaborative Recommendation System 

A collaborative system is a type of system that uses the ratings and reviews of other users to generate 

recommendations (Ghannadrad, Arezoumandan, Candela, & Castelli, 2022). 

• User-Based Collaborative Filtering: This type of collaborative filtering looks at the ratings and 

preferences of other users who are similar to the user. It then uses this information to recommend 

items that other similar users like (Hikmatyar & Ruuhwan, 2020). 

• Item-based Collaborative Filtering: When using collaborative filtering, related products are suggested 

based on the items that the user has previously liked. It bases its recommendations on the evaluations 

and preferences of other users who have enjoyed such products (Tewaria, 2020). 

 

Data collection 

The dataset plays a significant role as it is given as input to the machine learning model, and output 

is predicted based on the data in the dataset. Generally, the dataset used in a BRMS would depend on 

the type of system being used. The collaborative filtering literature frequently makes use of this dataset. 

It was retrieved in 2004 in under four weeks via the Book-Crossing website, which is of ".csv" format: 
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Books.csv, Ratings.csv, Users.csv (Ziegler, McNee, Konstan, & Lausen, 2005). The following is a 

description of dataset files: 

• Books.csv: Contains the attributes (Book-Title, ISBN, Book-Author, Year-Of-Publication, 

Publisher, Image-URL-S, Image-URL-M Image-URL-L) 

• Ratings.csv: Contains the attributes (User-ID, ISBN, Book-Rating) 

Distributions of the number of ratings per book (Fig. 1) and user (Fig. 2) are strongly right-skewed, 

showing that most books/users have/are given few ratings. At the same time, there are some outliers 

with values very distant from the mean that are responsible for a long tail of the distribution. 

• Users.csv: Contains the attributes (User-ID, Location, Age) 

A total of 278,858 users have contributed 1,149,780 ratings for 271,379 books. The scale goes from 1-

10. (10 is the highest). Researchers can expand the dataset by including book details (e.g., book 

summaries and reviews from other Websites). The Book-Crossing dataset is helpful for collaborative 

BRMS because it provides a large amount of data that can be used to create accurate recommendations 

(Pujahari & Sisodia, 2019). By analysing the ratings of books by different users, a recommendation 

system can learn the preferences of other users and make recommendations accordingly. 

 

 
 

Fig.1 . Distribution of number of ratings per book (<=15 ratings) 

 

 
 

Fig. 2. Distribution of the number of ratings per user (<=15 ratings) 

 

The dataset also provides information about the books, which can be used to determine the similarity 

between books. This can be used to create personalised recommendations that consider the user's 

preferences and the similarity between users (Hariadi & Nurjanah, 2018). Table 1 illustrates the 

description of the book-crossing dataset. 
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Table 1. Description of Book-Crossing Datasets 

Features Book-Crossing 

Rating range 1-10 

Demographics Locations and ages 

Metadata 
Title, authors, year, publisher, and image 

of the cover 

Description N/A 

Users 278,858 

Items 271,379 

Ratings 1,149, 780 

Ratings/Users 4.123 

Ratings/Items 4.236 

 

Data Cleaning 

Pre-processing the book-crossing dataset is essential in developing Collaborative BRMS. This 

process involves cleaning and organising the data, removing irrelevant information, and ensuring the 

data is in a suitable format for the system. Pre-processing the book-crossing dataset involves removing 

duplicates, correcting errors, and transforming the data into a format compatible with the system 

(Bhaskaran, Marappan, & Santhi, 2020). Additionally, the data must be normalised to compare different 

data points accurately. Once the data is pre-processed, the system can then use it to generate book 

recommendations. Pre-processing the book-crossing dataset is essential in developing Collaborative 

BRMS, as it ensures that the data is accurate and ready for the system to use (Saleh, Dharshinni, 

Perangin-Angin, Azmi, & Sarif, 2023). 

 

Similarity Techniques 

The computation of user similarities is one of the most important elements that significantly 

influences CF performance. Based on their past preferences or tastes, the users are thus represented as 

vectors of ratings. Comparing the corresponding vector similarities between two users describes their 

similarity. The module has functions for computing the similarity between two persons or items using a 

variety of metrics, including Pearson correlation, mean square difference, and cosine similarity.  

(Suryakant & Mahara, 2016)(Feng, Fengs, Zhang, & Peng, 2018).  

 

1. Cosine similarity: 

Under this method (Breese et al., 1998), a user is represented by his unique vector of ratings, and an 

item is represented by a vector of ratings rated by the set of users. The cosine metric gives the similarity 

value between two vectors that represent two users (or items)(Saeed & Taqa, 2022). A correlation 

between the two variables is strong if the value is near one. A number around 0 denotes the absence of 

a correlation (independent variables). The CF recommender system typically uses something that 

resembles it. Equation (1) defines the formula for the cosine similarity between two users u and v. 

(Suryakant & Mahara, 2016)(Fkih, 2021). 

 

COS_Sim(i, j) =
Ru⃗⃗ ⃗⃗  ⃗ × Rv⃗⃗ ⃗⃗  ⃗

‖Ru⃗⃗ ⃗⃗  ⃗‖ ×‖Ru⃗⃗ ⃗⃗  ⃗‖
     = 

∑ Rui × Rvii∊Iu⋂Iv

√∑ Rui
2

i∊Iu⋂Iv  × √∑ Rvi
2

i∊Iu⋂Iv  
         (1) 

 

Where the sets of items rated by users u and v, respectively, are represented by Iu and Iv, and the set 

of items rated by both u and v is represented by IuIv. Users u and v, respectively, rated item I with the 

values Rui and Rvi.  (Fkih, 2021). 
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2. Mean squared difference similarity: 

The similarity metric may be off in some circumstances. Mean Squared Difference (MSD), in 

contrast to Jaccard, emphasises absolute ratings. Jaccard, another well-known CF metric, takes into 

account the number of objects that have been rated by two users rather than the ratings, meaning that 

the more co-rated items there are, the more similar the items are. The Jaccard and MSD formulas are 

shown in Equations (2) and (3), respectively (Fkih, 2021). 
 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑_𝑆𝑖𝑚(𝑢, 𝑣) =
|𝐼𝑢⋂ 𝐼𝑣|

|𝐼𝑢∪𝐼𝑣|
                                       (2) 

  

𝑀𝑆𝐷_𝑆𝑖𝑚(𝑢, 𝑣) = 1 −
∑ (𝑅𝑢𝑖 × 𝑅𝑣𝑖)𝑖∊𝐼|𝑢⋂𝐼𝑣|

2

√∑ 𝑅𝑢𝑖
2

𝑖∊𝐼𝑢⋂𝐼𝑣  × √∑ 𝑅𝑣𝑖
2

𝑖∊𝐼𝑢⋂𝐼𝑣  
                        (3) 

 

3. Pearson correlation similarity: 

Karl Pearson devised this metric to evaluate linear correlations, and it quickly gained popularity in 

the statistical community. A number between -1 and 1 is produced using the PCC formula, with 1 

denoting a high positive correlation, -1 a robust negative correlation, and 0 no connection. The following 

Equation (4) calculates the similarity between two users, u and v (Logesh, Subramaniyaswamy, Malathi, 

Sivaramakrishnan, & Vijayakumar, 2018): 
 

𝑃𝐶𝐶𝑆𝑖𝑚(𝑖,𝑗) =
∑ (𝑅𝑢,𝑖−  𝑅𝑢̅̅ ̅̅ ) × (𝑅𝑣,𝑖−  𝑅𝑣̅̅̅̅ )𝑖∊𝐼𝑢𝑣  

√∑ (𝑅𝑢,𝑖−  𝑅𝑢̅̅ ̅̅ ) 𝑖∊𝐼𝑢𝑣
𝟐
 ×  √∑ (𝑅𝑣,𝑖−  𝑅𝑣̅̅̅̅ ) 𝑖∊𝐼𝑢𝑣

𝟐
                       (4) 

 

Where Iuv denotes the set of items frequently rated by both u and v. The symbols (Ru) and (Rv) 

represent the mean ratings of users u and v for the item i in Iuv. R(u,i) and R(v,i) are user ratings for the 

same item i from users u and v (Logesh et al., 2018). 
 

4. Pearson_Baseline correlation similarity: 

By focusing on baselines rather than means, this measurement calculates the Pearson correlation 

coefficient between all pairs of users (or objects). The shrinkage parameter prevents overfitting when 

few ratings are provided. Equation (5) shows the pearson-baseline correlation coefficient 

formula(Suryakant & Mahara, 2016)(Fkih, 2021): 

 

𝑃𝐶𝐶_𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒_𝑆𝑖𝑚(𝑢, 𝑣) =
∑ (𝑅𝑢,𝑖−𝐵𝑢,𝑖) × (𝑅𝑣,𝑖−𝐵𝑣,𝑖)𝑖∊𝐼𝑢𝑣  

√∑ (𝑅𝑢,𝑖−𝐵𝑢,𝑖) 𝑖∊𝐼𝑢𝑣
𝟐
 ×  √∑ (𝑅𝑣,𝑖−𝐵𝑣,𝑖) 𝑖∊𝐼𝑢𝑣

𝟐
                   (5) 

 

B(u,i) is a baseline estimate that takes into consideration the user and item effects for an unknown 

rating R(u,i) as illustrated in Equation (6): 
 

Bui = μ + Bu + Bi                              (6) 

 

Bu and Bi parameters represent the observed and item-specific deviations from the average. 

 

Evaluation Model 

Evaluation metrics are used to assess learning algorithms and are a critical machine learning 

component. Because we are forecasting output in the recommendation, the error measurements are much 

different. The error metrics are produced as usual by comparing the model predictions to the actual 

values of the target variables and determining the average error. The proposed system's accuracy is often 

measured using two standards: mean absolute error (MAE) and root mean square error (RMSE) (Alita, 

Putra, & Darwis, 2021). The mean deviation Equation (7)  is as follows: 

 

MAE =
∑ |𝑝𝑖−𝑞𝑖|

𝑛
𝑖=1

𝑛
                                (7) 
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Which is the projected user rating, and which is the actual user rating? The lower the variation from 

the average number, the closer the recommendation algorithm's projected score is to the actual score. 

The root mean square error Equation (8) is as follows: 

 

RMSE =
∑ (𝑝𝑖−𝑞𝑖)

2𝑛
𝑖=1

𝑛
                        (8) 

 

In which represents the test data,  the size of the test data set,  the user, the book, the user's actual 

score for the book, and the user's predicted score (Xia, Li, & Liu, 2020). 

 

 

METHOD 

In this research, a user-based model was proposed for e-books recommendation, as illustrated in    

Fig. 3, the selected dataset (book-crossing) was used, and pre-processing was performed on it. After 

that, the concept of Cross-validation, where the data was divided into three folds, every time two folds 

were used to build a user-user similarity matrix (using the cosine, mean squared difference (MSD), 

Pearson and Pearson_baseline correlation techniques) and the remaining Fold for testing. 

Three nearest neighbour algorithms (KNN Basic, KNN With Means and KNN with Z-Score) were 

used for rating prediction (Sütçü, KAYA, & ERDEM, 2021); all of these algorithms are directly derived 

from an essential nearest neighbours approach (Mahmud, Hermanto, & Nugroho, 2023). To predict 

ratings, the KNN With Means considers the mean ratings of each user, whereas the KNN with z-score 

considers the z-score normalisation of each user. The basic KNN formula is illustrated in equation 9 

(Shuxian & Sen, 2019). 

𝑅𝑢�̂� =
∑  𝑅𝑣𝑖𝑣∈𝑁𝑖

𝑘(𝑢)

𝑘
                                        (9) 

 

In this paper, KNN with weight was proposed to predict ratings. The weights were calculated for 

each user, similar to the required user, depending on the distance between them illustrated in Equation 

10. The rating prediction Equation (11) was derived from the above basic Equation (9). The distance is 

computed as follows: Distance (u, v) = 1 − Similarity(u, v) 
 

𝑊𝑒𝑖𝑔ℎ𝑡(𝑣) =  
1

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑢,𝑣)2
                          (10) 

 

 

𝑅𝑢�̂� =
∑ 𝑊𝑣.𝑅𝑣𝑖𝑣∈𝑁𝑖

𝑘(𝑢)

∑ 𝑊𝑣𝑣∈𝑁𝑖
𝑘(𝑢)

                                          (11) 

 

Where u represent the active user, v is the similar user, Rvi is the rating of user v to item i, N is the 

set of similar users, k represents the number of users in N, and Wv is the importance of user v to user u. 
As illustrated in Fig. 4, the user-user similarity matrix is continuously updated based on user 

behaviour (user-item interaction) to determine the nearest neighbours in the recommendation process. 

In contrast, the evaluation process depends on the user-item matrix (testing set/ available or actual 

ratings) and the user-user matrix for prediction. 
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Fig. 3. The Proposed Model 

 

The following algorithm shows the basic steps of the proposed user-based collaborative filtering 

model. 

 

Proposed Algorithm: 

1. Read dataset files (Users.csv, Books.csv, Ratings.csv) as Um, Bn and R, respectively, where m is the 

number of users, and n is the number of books. 

2. Pre-processing / Cleaning (Delete null values, records with low ratings, unnecessary characters 

(handling) and replace invalid data) 

3. Data integration (build User-book matrix (UBmn) from the above three files) 

4. Dataset splitting into three parts using cross-validation 

5. For all user's ui in UBmn do 

6. For all users uj in UB do  

7. Compute ui-uj similarity using Cos-Sim(ui,uj)  

8. Compute ui-uj similarity using MSD-Sim(ui,uj) 

9. Compute ui-uj similarity using Pearson-Sim(ui,uj) 

10. Compute ui-uj similarity using PearsonBL-Sim(ui,uj)  

11. End for 

12. Find the nearest neighbours (k) of the user ui, , default k=40 

13. Compute Rating Prediction of user ui using (KNNwithMeans, KNNWithZscore, KNNBaseline and 

KNNwithweight) 

14. End for 

15. Evaluate the model using RMSE and MAE based on predicted ratings and actual ratings of user ui 

16. Recommend Top-N books that have the larger rating prediction to user ui 
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RESULT 

As shown in the proposed model, the training and testing process was done on the book-crossing data 

set after dividing it into 3 sections using cross validation. Table 2 shows the test results of the proposed 

model (KNN with weight) and other used models. In this paper RMSE and MAE measures were used 

to analyze and compare these models to determine the best fit for the data. In KNN with weight, when 

using centered cosine (pearson) baseline metric RMSE is 1.647 and MAE is 1.253. The second best 

method is KNN basic a special when using pearson similarity metric, where RMSE is 1.784 and MAE 

1.330, 1.368 for pearcon and pearson-baseline respectively. 

 

Table 2. Experimental Results 

 

 

 

 

 

 

 

 

 

 

 

 

The chart in Fig. 4 illustrates the results based on RMSE, whereas Fig. 5 illustrates results based on 

MAE. Note from that the KNN with weight is best, when using similarity measures pearson-baseline, 

pearson, MSD and cosine. But in KNN With Means and KNN with Z-Score the cosine similarity 

measure was more accurate than MSD, pearson and pearson-baseline. 

 

 

Fig. 4. Results evaluation using RMSE 

 

 

Fig. 5.  Results evaluation using MAE 

KNN With 

Means 

KNN With 

ZScore 

KNN 

Basic 

KNN with 

Weight 

Evaluation 

Metric 

Similarity 

Techniques 

1.813 1.801 1.78 1.742 RMSE 
Cosine 

1.358 1.34 1.365 1.328 MAE 

1.835 1.847 1.797 1.710 RMSE 
MSD 

1.388 1.398 1.334 1.281 MAE 

1.828 1.833 1.787 1.689 RMSE 
Pearson 

1.382 1.389 1.330 1.269 MAE 

1.844 1.846 1.784 1.647 RMSE 
Pearson Baseline 

1.414 1.418 1.368 1.253 MAE 

https://doi.org/10.33395/sinkron.v8i3.12441


 

 

Sinkron : Jurnal dan Penelitian Teknik Informatika 

Volume 8, Number 3, July 2023 

DOI : https://doi.org/10.33395/sinkron.v8i3.12441  

e-ISSN : 2541-2019 

 p-ISSN : 2541-044X 
 

 

*name of corresponding author 
  

 
This is an Creative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License. 1324 
 

DISCUSSIONS 

Based on the test results obtained in the implementation, it was found that the proposed method, 

which is derived from the nearest-neighbor method, is the most accurate type of technique used to 

implement memory-based recommendation models. As the RMSE when using centered cosine 

(pearson) baseline metric is 1.647 and MAE is 1.253. The second best method is KNN basic a special 

when using pearson similarity metric, where RMSE is 1.784 and MAE 1.330, 1.368 for pearcon and 

pearson-baseline respectively. It is possible to take advantage of these models when building 

recommendation systems for all applications, because they depend on the behavior (ratings) of user, and 

to increase the efficiency of the system, they can be hybridized with content-based models that solve the 

problem of cold start for new users. 

 

CONCLUSION 

Recommendation systems encourage people to make lifestyle choices take every day. E-books are 

among the richest and most diverse content, making choosing or recommending one difficult. And so, 

building a good recommendation system requires a good nomination form, An appropriate similarity 

metric and the use of a good evaluation metric to improve the ability of systems to predict which items 

are appropriate for users. Collaborative filtering techniques are among the most important techniques 

for solving the over-specialisation problem that content-based technologies suffer from. For that, this 

paper introduces memory-dependent collaborative filtering techniques derived from the basic KNN 

algorithm. Various accuracy measures (such as RMSE and MAE) were used to analyse and compare 

these models to determine the best fit for the data. In terms of ease and speed, the results showed that 

the error rate in the proposed weighted KNN model is the lowest compared to the other methods used, 

specifically when using the Pearson-Baseline technique. Since the RMSE is 1.647 and the MAE is 1.253. 

While using the cosine technique, the RMSE is 1.742, and the MAE is 1.328. 
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