Abstract: In May 2022, it has received by WHO reports from non-endemic countries on cases of monkey pox disease. Monkey pox is a rare zoonotic disease caused by infection with the monkeypox virus that belongs to the genus orthopoxvirus and the family poxviridae, and also the variola virus. This study aims to classify patients who have contracted the monkey pox virus. We modeled an analysis of monkey pox disease and conducted comparisons utilizing a dataset from Kaggle consisting of a CSV file with records for 25,000 patients. The monkey pox dataset was analyzed using the correlation coefficient and the number of target variables. Machine learning (ML) methods are used for classification by utilizing the K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Random Forest (RF), and Gradient Boosting (GB) algorithms. This study resulted in the highest classifier Gradient Boosting (GB) algorithm with an accuracy value of 71%. then the accuracy obtained by Support Vector Machine (SVM) is 69%, Random Forest (RF) accuracy is 68%, and finally K-Nearest Neighbor (KNN) obtains 63% accuracy. This ML method is expected to analyze monkey pox disease so that it helps the country and government, especially the health field in assessing, identifying, and being able to take appropriate action against monkey pox disease.
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INTRODUCTION

In May 2022, it has received by WHO a report from non-endemic Countries on cases of monkey pox disease (Mohapatra et al., 2022). Currently, 12 non-endemic countries in three WHO regions namely Europe, America, and the Western Pacific are reported to have contracted monkey venom (Al Awaidy & Sallam, n.d.). The earliest cluster of cases was found in the UK, where the first case was found in a patient with a recent travel history from Nigeria on May 7, 2022, in London (Girometti et al., 2022). Monkeypox is a rare zoonotic disease caused by infection with monkeypox viruses belonging to the genus Orthopoxvirus and family Poxviridae, and also Variola virus, which causes smallpox, vaccinia virus, which is used in smallpox vaccines, and cowpox virus, all members of the genus orthopoxvirus (Besombes et al., 2019). The Democratic Republic of the Congo reported the first case of monkey pox in humans in 1970 (Durski et al., 2018). The symptoms of monkey pox in humans are comparable to the symptoms of chickenpox but not too severe. Fever, headache, muscle aches, and fatigue are the first signs. Identifying monkey pox disease can be done data analysis of the symptoms felt by patients using artificial intelligence (Kumar et al., 2022).

One of the artificial intelligences that can be used in identifying monkey pox disease is machine learning (Ahsan, Uddin, & Luna, 2022). Machine learning has a wide range of benefits in the healthcare industry, including disease identification, disease diagnosis, disease prediction, intelligent
health records, medical imaging, and more (P. Singh et al., 2021). It is therefore understandable that many people believe that the existence of machine learning would be of great benefit. Many methods available in machine learning can be used to process data (Zitnik et al., 2019). These algorithms are grouped into three categories: reinforcement learning, supervised learning, and unsupervised learning, with each category subdivided into several types of algorithms (Saravanan & Sujatha, 2019). This study was conducted to classify monkey pox using supervised machine learning algorithms, which include KNN, SVM, RF, and GB. There have been a number of studies conducted on this case of monkey pox within the scope of machine learning methods, with key differences in objectives, time periods of disease collection, data types, and number of data sets.

LITERATURE REVIEW

As research conducted by Nenad Petrović (Petrovic & Petrović, n.d.) Examining the case of monkey pox in the Information Systems course using machine learning algorithms, that this study shows how machine learning techniques can be included in epidemic countermeasures information systems. The monkeypox case analysis dataset, which is available for free, is used for case studies, and the Java Weka API is used for implementation. Two predictive models of supervised learning were developed as a result and implemented into the Java Enterprise Edition architecture, showing satisfactory results in terms of prediction accuracy and execution speed.

Towhidul Islam et al (T. Islam, Hussain, Uddin, et al., 2022) conducted research using web scraping to create a thorough database of skin images affected by Measles, Cowpox, ChickenPox, Monkey Pox, and Smallpox. Their database has the most actual photos per class and the most enhanced images per class when compared to other comparable data sets. To verify the disease in the photo, they used the professional judgment of two doctors. In addition, they create lists to credit the creators of each image and make it available for use and inspection by the general public. They think that this database will make it easier to create basic ML and DL algorithms for early detection of Monkeypox, give ML or DL models a better chance of categorizing various skin lesions/rashes and aid overall clinical diagnosis of monkey pox.

Kolluri et al (Kolluri et al., 2022) conducted research by developing an open-source corpus of 225 cascading monkeypox claims using data from official World Health Organization (WHO) materials and fact-checking sources. Next, they developed an open-source BBERT based machine learning model to categorize information primarily related to monkeypox, which achieves a 96% cross-validation accuracy. As for Patel et al in the study stated that artificial intelligence in this case machine learning algorithms allows to be a useful tool in the future to improve patient care and can be a powerful weapon in the fight against monkey pox infection.

Towhidul Islam (T. Islam, Hussain, Chowdhury, et al., 2022) in its research mentions the scientific community has expressed growing interest in using artificial intelligence (AI) to diagnose monkey pox from digital skin photos as a result of AI’s success in COVID-19 identification. The obstacle to using AI in monkeypox detection, however, is the scarcity of monkeypox skin image data. To test the feasibility of using cutting-edge AI deep models on skin photos for monkeypox detection, we used a web-scraping-based dataset consisting of images of healthy skin, chickenpox, smallpox, cowpox, measles, and monkey pox. According to our work, a deep AI model can identify monkeypox with an 85% accuracy rate of digital skin images. A larger training sample is needed to train those deep models to achieve stronger detection power.

Marwa Eid (Eid et al., 2022) in his research presented a new method for precise prediction of confirmed cases of monkey pox using tissue in optimized Long Short-Term Memory (LSTM). The proposed method is referred to as BER-LSTM because we use the Al-Biruni Earth Radius (BER) optimization algorithm to fine-tune the hyper parameters of LSTM-based deep networks. When the experimental findings were evaluated using other evaluation criteria, such as Mean Bias Error, which was measured with BER-LSTM and was (0.06), it was proved that the suggested approach was effective.

Research conducted by Abdelhamid (Abdelhamid et al., 2022) in image-based diagnostics, such as cancer detection, tumor cell identification, and COVID-19 patient detection, machine learning these
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days shows great hope. Therefore, when monkey pox spreads to human skin, similar techniques can be used to detect it. To help the subsequent diagnosis of the condition, images can be obtained. Two strategies were suggested in this study to improve the accuracy of monkeypox photo classification. The recommended approach is based on feature extraction with transfer learning, feature selection through meta-heuristic optimization, and parameter optimization for multi-layer neural networks. The findings obtained resulted in an average of 98.8% of classifications being made correctly.

Ahsan (Ahsan, Uddin, Farjana, et al., 2022) in its research in image-based diagnoses, such as cancer diagnosis, tumor cell identification, and detection of COVID-19 patients, machine learning (ML) has recently shown enormous potential. As a result, a similar application can be used to identify diseases associated with monkey pox as it affects human skin. These images can then be obtained and used to identify the disease. According to their first computational findings, the proposed model could accurately identify monkey pox patients in studies one and two with 97.18% (AUC=97.2) and 88.87% (AUC=0.867), respectively. In addition, they provide interpretable local model-agnostic (LIME) explanations for model prediction and feature extraction to provide a deeper understanding of the early typical characteristics of monkeypox viruses.

Researchers have recently suggested that machine learning is very beneficial in dealing with cases of monkey pox using different methods and types of data. Therefore, we want to take advantage of machine learning methods in classifying positive and negative monkey pox patient data that we obtained, using several classification algorithms that we will convey next. The aim is that medical personnel can take appropriate measures against monkey pox disease.

**METHOD**

The steps in the recommended framework for building an analytical model of monkey pox disease identification are presented in Figure 1. As shown in the figure, we begin the pre-processing step after downloading the dataset, which includes a number of data extracting, data cleansing, and data visualization. After pre-processing, we classified patients who were positive for monkey pox and negatively infected with monkey pox using a series of machine learning (ML) classification techniques. In terms of recall, precision, F-score, and accuracy, the process of performance assessment and comparison is then completed. The next subsection provides a thorough explanation of this action.
Dataset

In this study, we modeled an analysis of monkey pox disease and made comparisons utilizing datasets from Kaggle (Monkey-Pox PATIENTS Dataset | Kaggle, n.d.). The data collection consisted of a CSV file with records for 25,000 patients, each with their own attributes and target variables indicating whether or not they had monkey pox.

Extracting and Cleaning Data

Extracting and cleaning data in data mining is very important to do before the data is processed (Shah et al., 2020). The attribute values in the monkey pox data that are still letters will be converted into numbers so that the data can be processed properly.

Data Visualization

Use visual elements to display data, such as diagrams, graphs, or maps, known as data visualizations (Wang et al., 2020). Data visualization turns difficult-to-process numeric, complex, or high-volume data into visual representations (Divya Zion, 2020). The analytical intelligence of a disease is developed through data visualization, which also facilitates decision-making and data-driven strategy planning (Li et al., 2022). The two data visualization methods that we use for monkeypox patient data are the correlation coefficient and the number of variables. The correlation coefficient measures how strong the linear relationship between two variables is (Schober & Schwarte, 2018). The letter r is usually used to represent the correlation coefficient, which has a value between -1 and +1(Kim & Lakshmi, 2018). Knowing the number of variables in a target attribute is important to do (Chen et al., 2020).

Data Splitting

Data splitting is a technique for breaking down a set of data into two or more subsets (Roux, 2018). When the data is broken down into two parts, the first part is used to test or evaluate the data, while the second part is used to train the model (Vabalas et al., 2019). The purpose of building an ML model using training sets is to learn data patterns to generalize the model to new and unexplored data (Sarker, 2021). The second set is the test set, in which the model is equipped with fictitious data to forecast the results and check the output to assess the performance of the model (Ahmad et al., 2020).

Classification Algorithm

For the classification of monkey pox disease, we used a number of machine learning (ML) algorithms to conduct thorough studies, fine-tune performance, and compare the results. Our study used the K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Random Forest (RF), and Gradient Boosting (GB) classifiers. We cover a quick summary of each classifier in this section.

K-Nearest Neighbor (KNN)

Easy and user-friendly machine learning, called K-Nearest Neighbor (KNN), can be used to address classification and regression issues (Shabani et al., 2020). The KNN algorithm belongs to the supervised learning category (J. U. Islam et al., 2019). The KNN algorithm is a machine learning technique that has non-parametric properties (Athani et al., 2021). The non-parametric approach suggests that it does not depend on any presumptions about how the underlying data will be distributed (Rogers et al., 2019). In other words, whether the data is small or large, the model does not have a fixed set of parameters or parameter estimates. The number of parameters used by non-parametric algorithms such as KNN can be adjusted and often increases as the amount of data grows (Saadatfar et al., 2020). Non-parametric algorithms take fewer assumptions about data but are computationally slower (Gautam & Singh, 2020). We use KNN to classify monkeypox and conduct experiments using the data we will evaluate.
Support Vector Machine (SVM)

One of the techniques in supervised learning known as Support Vector Machine (SVM) is usually used for regression (Support Vector Regression) and classification (such as Support Vector Classification) (Cervantes et al., 2020). Compared to other classification techniques, SVM offers a more developed and mathematical idea for classification modeling (Horak et al., 2020). SVM can also solve linear and non-linear classification and regression problems (Zareef et al., 2020). We use SVM to classify monkeypox and conduct experiments using the data we will evaluate.

Random Forest (RF)

Large data sets can be classified using machine learning methods with Random Forest algorithms (Lakshmanaprabu et al., 2019). The RF algorithm uses decision trees to carry out a selection process, where decision trees will be recursively divided based on data of the same class (Herrera et al., 2019). More trees are used, will result in better accuracy. RF selects the best feature from a random subset of features while increasing model uncertainty (Sahin, 2020). This approach results in a large range and, generally, results in a better model. We use RF to classify monkeypox and conduct experiments using the data we will evaluate.

Gradient Boosting (GB)

A machine learning approach called gradient improvement leverages a group of decision trees to estimate value (U. Singh et al., 2021). Gradient boost is an optimization technique that uses boosting while utilizing the loss function to reduce errors (Neelakandan & Paulraj, 2020). We use GB to classify monkeypox and conduct experiments using the data we will evaluate.

Performance Measurement

Four different performance indicators are used to assess the performance of our model. By dividing the overall number of accurately predicted monkey pox by the total number of predicted monkey pox, accuracy is first determined. Equation 1 is used to calculate accuracy.

\[
\text{Akurasi} = \frac{(TP + TN)}{(TP + TN + FP + FN)} 
\]

Where the number of monkeypox cases that are projected to be positive and really positive is known as True Positives (TP). The number of monkey pox cases that are projected to be negative and actually negative is known as True Negative (TN). Monkeypox that is expected to be positive but turns out to be negative is referred to as a false positive (FP). Monkey pox that is projected to be negative but actually positive is referred to as a false negative (FN).

Second, the false positive classifier is calculated as a way to measure precision. Equation 2 is used to calculate precision.

\[
\text{Presisi} = \frac{(TP)}{(TP + FP)} 
\]

Third, the negative error of the classifier is calculated to determine the recall. Recall is determined by applying Equation 3.

\[
\text{Recall} = \frac{(TP)}{(TP + FN)} 
\]

The final stage, the weighted harmonic mean of the recall and precision is used to produce the F1 score. Equation 4 is used to determine the F1 score.

\[
F1 - \text{Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} 
\]
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RESULT

The results of the monkeypox classification model outlined in the section above are presented in this section along with performance measurements. In addition to the four classifiers tested (KNN, SVM, RF, GB), we compared the performance of those models through precision accuracy, recall, and f1-score values. The results of our experiment are presented in the following sections:

Monkey Pox Dataset

The monkey pox dataset has attributes consisting of Patient ID, Systemic Disease, Rectal Pain, Sore Throat, Penile Edema, Oral Lesions, Solitary Lesions, Swollen Tonsils, HIV Infection, and Sexually Transmitted Infections, and the target variable is monkeypox. Table 1 is an example of the dataset used in this study.

Table 1

<table>
<thead>
<tr>
<th>Patient ID</th>
<th>Systemic Disease</th>
<th>Rectal Pain</th>
<th>Sore Throat</th>
<th>Penile Edema</th>
<th>Oral Lesions</th>
<th>Solitary Lesions</th>
<th>Swollen Tonsils</th>
<th>HIV Infection</th>
<th>Infectious Infections</th>
<th>Monkey Pox</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Not</td>
<td>False</td>
<td>True</td>
<td>True</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>Negative</td>
</tr>
<tr>
<td>P2</td>
<td>Fever</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>Positive</td>
</tr>
<tr>
<td>P3</td>
<td>Fever</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>True</td>
<td>Positive</td>
</tr>
<tr>
<td>P4</td>
<td>Fever</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>True</td>
<td>Positive</td>
</tr>
<tr>
<td>P5</td>
<td>Swollen lymph nodes</td>
<td>True</td>
<td>True</td>
<td>False</td>
<td>True</td>
<td>True</td>
<td>False</td>
<td>True</td>
<td>True</td>
<td>Positive</td>
</tr>
<tr>
<td>P6</td>
<td>Swollen lymph nodes</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>True</td>
<td>Positive</td>
</tr>
<tr>
<td>P7</td>
<td>Fever</td>
<td>False</td>
<td>True</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>Positive</td>
</tr>
<tr>
<td>P8</td>
<td>Fever</td>
<td>False</td>
<td>True</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>Positive</td>
</tr>
<tr>
<td>P9</td>
<td>Muscle Aches and Pains</td>
<td>False</td>
<td>True</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>Positive</td>
</tr>
<tr>
<td>P10</td>
<td>Fever</td>
<td>False</td>
<td>True</td>
<td>True</td>
<td>True</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>Positive</td>
</tr>
<tr>
<td>P25,000</td>
<td>Swollen lymph nodes</td>
<td>False</td>
<td>True</td>
<td>False</td>
<td>True</td>
<td>True</td>
<td>False</td>
<td>False</td>
<td>True</td>
<td>Positive</td>
</tr>
</tbody>
</table>

This monkey pox data, which consisted of 25,000 patients, had systemic diseases such as fever, swollen lymph nodes, muscle pain, or had no systemic disease at all. Symptoms of a condition that affects one of the organs related to the metabolic system of the human body are called systemic diseases (Lu et al., 2019). On the attributes of rectal pain, sore throat, penile edema, oral lesions, solitary lesions, swollen tonsils, HIV infection, and sexually transmitted infections each have a true or false value. The monkey pox attribute as a target attribute has a positive or negative value.
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Extracting and Cleaning Data

The result of converting the value of each attribute in Table 2 shows the results of the conversions that have been made. In systemic disease attributes, the fever value is converted to the number 1.

Table 2

<table>
<thead>
<tr>
<th>Patient ID</th>
<th>Systemic Diseases</th>
<th>Rectal Pain</th>
<th>Sore Throat</th>
<th>Penile Edema</th>
<th>Oral Lesions</th>
<th>Solitary Lesions</th>
<th>Swollen Tonsils</th>
<th>HIV Infection</th>
<th>Infectious Infections</th>
<th>Monkeypox</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The value of swollen lymph nodes is converted to the number 2. The muscle pain value is converted to the number 3, and the value of no systemic disease is converted to the number 0. As for the attributes of rectal pain, sore throat, penile edema, oral lesions, solitary lesions, swollen tonsils, HIV infection, and sexually transmitted infections, which have a true value converted to the number 1, and false converted to the number 0. On the positive value on the monkey pox attribute is converted to the number 1, and the negative value is converted to the number 0. The accuracy of the model is directly affected by data cleansing and the formation of data analysis of smallpox monkey (Wang et al., 2020). We removed the Patient ID attribute as our step in cleaning up unnecessary data.

Data Visualization

Correlation Coefficient

![Correlation coefficient between different features and Monkey Pox](image)
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Looking at the correlation between these variables shows a very weak relationship. Because, if the correlation value is between 0 – 0.25, it will result in a very weak correlation. On systemic disease variables have no correlation, since they are worth 0. The highest correlation in HIV infection variables with a value of 0 – 0.14.

Number of Variables
This aims to see the difference in the composition of an attribute so that it can be analyzed properly. Figure 3 is the number of variables on the monkey pox attribute.

![Fig. 3 Variable Number of Monkey Pox](image)

A considerable difference is seen in Figure 3, where the number of variables in monkey pox positive patients outperforms those in monkey pox negative patients. Of the 25,000 patients, 15,909 patients were positive for monkey pox, and 9091 patients were negative for monkey pox.

Data Splitting
We split that data into 80% for training data, and 20% for test data. Such data separation applies to all algorithms to be tested.

Performance Measurement

<table>
<thead>
<tr>
<th></th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.64</td>
<td>0.37</td>
<td>0.47</td>
<td>2262</td>
</tr>
<tr>
<td>1</td>
<td>0.71</td>
<td>0.88</td>
<td>0.79</td>
<td>3988</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>accuracy</th>
<th>macro avg</th>
<th>weighted avg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.70</td>
<td>0.63</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>6250</td>
<td>6250</td>
<td>6250</td>
</tr>
</tbody>
</table>

Fig. 4 Gradient Boosting classification results

Figure 4 shows the classification results of the Gradient Boosting algorithm with a precision of 71% positive, and 64% negative. On recall 88% were positive, and 37% were negative. On F1-Score 78% positive, and 47% negative. The accuracy value obtained is 70%.

<table>
<thead>
<tr>
<th></th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.48</td>
<td>0.43</td>
<td>0.45</td>
<td>2262</td>
</tr>
<tr>
<td>1</td>
<td>0.69</td>
<td>0.74</td>
<td>0.72</td>
<td>3988</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>accuracy</th>
<th>macro avg</th>
<th>weighted avg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.63</td>
<td>0.59</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>6250</td>
<td>6250</td>
<td>6250</td>
</tr>
</tbody>
</table>

Fig. 5 KNN classification results
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Figure 5 shows the results of the KNN algorithm classification with a precision of 69% positive, and 48% negative. On recall 74% were positive, and 43% were negative. On F1-Score 72% positive, and 45% negative. The accuracy value obtained is 63%.

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.59</td>
<td>0.37</td>
<td>0.46</td>
</tr>
<tr>
<td>1</td>
<td>0.70</td>
<td>0.85</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Fig. 6 Random Forest classification results

Figure 6 shows the classification results of the Random Forest algorithm with a precision of 70% positive, and 59% negative. On recall 85% were positive, and 37% were negative. On F1-Score 77% positive, and 46% negative. The accuracy value obtained is 68%.

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.67</td>
<td>0.30</td>
<td>0.42</td>
</tr>
<tr>
<td>1</td>
<td>0.70</td>
<td>0.91</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Fig. 7 SVM classification results

Figure 7 shows the results of SVM algorithm classification with precision 70% positive, and 67% negative. On recall 91% were positive, and 30% were negative. On F1-Score 79% positive, and 42% negative. The accuracy value obtained is 69%.

<table>
<thead>
<tr>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.69</td>
<td>0.61</td>
<td>0.60</td>
</tr>
<tr>
<td>1</td>
<td>0.69</td>
<td>0.69</td>
<td>0.66</td>
</tr>
</tbody>
</table>

DISCUSSION

After we measure the performance of the four classifiers above. Table 3 displays the performance results of the classification algorithm in terms of accuracy, precision, recall, and f1-score. The GB classifier outperformed the KNN, SVM, and RF classifiers, as it achieved the highest score: 70% accuracy.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positif</td>
<td>Negatif</td>
<td>Positif</td>
<td>Negatif</td>
</tr>
<tr>
<td>KNN</td>
<td>63%</td>
<td>69%</td>
<td>48%</td>
<td>74%</td>
</tr>
<tr>
<td>SVM</td>
<td>69%</td>
<td>70%</td>
<td>67%</td>
<td>91%</td>
</tr>
<tr>
<td>RF</td>
<td>68%</td>
<td>70%</td>
<td>59%</td>
<td>85%</td>
</tr>
<tr>
<td>GB</td>
<td>70%</td>
<td>71%</td>
<td>64%</td>
<td>88%</td>
</tr>
</tbody>
</table>
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The highest monkey pox positive precision result lies in the GB classifier with a value of 71%, outperforming SVM and RF 70% as the second, and third KNN 69%. While the highest monkey pox negative precision of 67% was achieved by SVM, second GB 64%, third RF 59%, and fourth KNN 48%. Then the highest positive monkey pox recall results are located at SVM with a value of 91%, second GB 88%, third RF 85%, and fourth KNN 74%. While the highest monkey pox negative recall of 6743% was achieved by KNN, both RF and GB 37%, and third SVM 30%. The highest positive monkey pox f1-score on SVM and GB classifier with a value of 79%, second RF 77%, and third 72%. Then the highest negative monkey pox F1-Score at GB 47%, second RF 46%, third KNN 45%, and fourth SVM 42%. Looking at the overall results that we have tested on the ML model using four monkeypox classification algorithms when viewed from the f1-score results, that the GB and SVM algorithms are ranked first, RF ranks second, and KNN ranks third. Therefore, the overall results show not too bad results.

**CONCLUSION**

The purpose of this study was to test several ML models and evaluate their efficacy in analyzing monkey pox disease. Testing is carried out by testing various models using as a classifying tool. We investigate the performance of KNN, SVM, RF, and GB algorithms through performance measurements that display accuracy, precision, recall, f1-score, and time taken values. Given that the highest accuracy was 70%, the study showed that GB beat KNN, SVM, and RF in the analysis of monkey pox disease.

The methodology of monkey pox disease analysis can help countries and governments, especially the health field in assessing the impact of monkey pox disease and preventive measures on the health of patients and communities so that they can act quickly to deal with this monkey pox disease. In addition, both the health service and the health sector can use the model to anticipate and take swift action in addressing the monkey pox problem before it worsens and impacts the health of the world's people.

In the future, we intend to apply our model to the development of monkey pox disease. We can also investigate other useful research avenues for the analysis of this monkey pox disease. We intend to analyze the performance of deep learning classifiers (DL), then compare them to machine learning (ML) classifiers, in order to get better results.
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