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Abstract: Taekwondo is a martial art that focuses on punching and kicking 

movements while upholding the values of discipline, ethics, and good 

behavior. Discipline is built with routine training to make someone 

proficient in taekwondo martial arts. Training cannot be carried out flexibly 

because it must be accompanied by a sabouem to know the correct 

taekwondo movements. Machine learning can be used as a solution for 

taekwondo movement recognition by building a learning machine model 

that recognizes the correct taekwondo movement. The MediaPipe 

framework has the advantage of being able to recognize human posture 

with 33 points or landmarks. The research was carried out by conducting a 

literature study, where similar research was found but only based on the 

values of the x and y axes. So a problem arises where the majority of 

taekwondo movements require the z axis to know the correct taekwondo 

movements. The research was conducted to add z-axis values and change 

calculations, which were adjusted to reconstruct a training data object in the 

form of an image into a three-dimensional shape. From this study, it was 

found that machine learning using the x, y, and z axes is much better for its 

use, especially when detecting taekwondo movements from different 

viewpoints from the training data. This research can be developed by 

enlarging the image dataset and packaging the model into a mobile 

application so that it can be used for taekwondo training up to taekwondo 

movement assessment. 
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INTRODUCTION 

 Taekwondo is a martial art that comes from three words: tae, which means to destroy with the feet; 

kwon, which means attack with the hands; and do, which means discipline or art. Of the three words 

that make up the word taekwondo, taekwondo can be interpreted as a martial art from Korea that 

focuses on punching and kicking movements that uphold discipline, ethics, and good behavior 

(Puspodari & Muharram, 2020; Muharram & Puspodari, 2020). Taekwondo movement itself consists 

of five basic components consisting of body parts that are targeted (keup so), body parts that are used 

to attack or defend, stances (seogi), parrying or defending techniques (makki), and attack techniques 

(kongkyok kisul) (Muharram & Puspodari, 2020). Someone who wants to learn taekwondo or raise a 

taekwondo belt class needs to master the basic movements first with regular training (one of the 

principles of taekwondo, discipline) so that the position of the taekwondo movements is correct (Kim, 

et al., 2021). Taekwondo training often experiences problems because the training time cannot be 

carried out flexibly because it needs to be accompanied by a taekwondo or saboeum trainer. However, 
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if it is done independently, one cannot know whether the taekwondo movement is correct or not. The 

objectives of the training in face-to-face meetings themselves, among others, are centered on the 

principles of readiness, progressiveness, and adaptation  (Muharram & Puspodari, 2020). These three 

face-to-face training principles can be overcome by machine learning, which can assess taekwondo 

movements performed by a person. 

 Machine learning is a branch of computer science that studies algorithms and techniques to 

automate complex and difficult problem solutions that are difficult to program using conventional 

programming methods (Rebala, Ravi, & Churiwala, 2019). Machine learning can detect the human 

body in the form of landmark points (Tanjaya, Naufal, & Arwoko, 2023; Bala, et al., 2020). The 

framework used in building machine learning in this study is MediaPipe. Choosing MediaPipe as a 

framework for building a taekwondo training model independently is important because MediaPipe 

can reconstruct body postures into 33 landmarks (Suyudi, Sudadio, & Suherman, 2022; Chung, Ong, 

& Leow, 2022). Machine learning using MediaPipe is built by taking image data from the nine 

taekwondo moves as a reference for the nine correct taekwondo moves. MediaPipe is a machine 

learning framework that has a convolutional neural network architecture and has 33 key points or 

landmarks for reconstructing human poses (Kwon & Kim, 2022). If it is observed from previous 

research that is used to predict and return key points on the pose of the human body based on a single 

point of view, it is found that MediaPipe is able to predict poses on all low-latency platforms 

compared to other human pose algorithms such as YOLO (Dinh, et al., 2023). 

 Research conducted to create taekwondo training independently with 3D poses from MediaPipe led 

to the development of a real-time yoga training application using MediaPipe (urgonguyen, 2022). 

However, after trials using images of taekwondo movements, it was found that the machine learning 

that was built in previous studies had problems detecting taekwondo movements that require the z axis 

or rotation and from different angles. The research was developed by changing the image data, 

changing the values taken, and changing the calculations made to get the angle of a body posture so 

that machine learning can detect taekwondo movements with 3-dimensional reconstruction (Swain, et 

al., 2022). 

 

METHOD 

Research methods are used to obtain information for specific purposes and uses in a scientific way 

(Ramdhan, 2021). The research method used in this study was carried out in four stages. The four 

research stages are shown in the form of a flowchart in Fig. 1. 

 

 
Fig. 1. Research Stages Flowchart 

 

From the flowchart in Fig. 1, the four stages can be described as follows: 

 A literature study is carried out by collecting various references that are similar to the research that 

will be carried out. The reference started by collecting several research journals that discussed pose 

detection with MediaPipe and looking for similar research on social media based on YouTube video 

sharing. From the literature study conducted, it was found that MediaPipe is the right machine learning 

for detecting body poses by inferring 33 key points or landmarks with the convolutional neural 

network (CNN) architecture (Kwon & Kim, 2022). 

https://doi.org/10.33395/sinkron.v8i3.12571


 

 

Sinkron : Jurnal dan Penelitian Teknik Informatika 
Volume 7, Number 3, July 2023 

DOI : https://doi.org/10.33395/sinkron.v8i3.12571  

e-ISSN : 2541-2019 
 p-ISSN : 2541-044X 

 

 

*name of corresponding author 
  

 
This is an Creative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License. 1429 

 

 
Fig. 2. 33 Key Points or Landmarks of the MediaPipe Model Pose 

 

Then, a trial was conducted to identify the problem by changing the image data, which was originally 

in the form of yoga image data, to taekwondo. From these trials, it was found that machine learning 

has problems detecting movements from different angles and movements that require a rotation or z 

axis. 

 Programs that have been made in previous research are studied and understood to find out which 

parts of the program must be developed and modified to solve problems. In previous studies, the 

calculation of the 2-dimensional vector extension was used as in equation (1) below. 

 

                              𝑟𝑎𝑑𝑖𝑎𝑛𝑠 = arctan 2(𝑦3 − 𝑦2, 𝑥3 − 𝑥2) − arctan 2 (𝑦1 − 𝑦2, 𝑥1 − 𝑥2)   
            (1) 

 

The program is developed by taking the z axis value first. Then changes are made to the calculation 

using the 3-dimensional vector extension formula to determine each body angle. 3D calculations can 

be seen in equation (2) (Swain, et al., 2022; Bahukhandi & Gupta, 2021; Sidana, 2022). 

 

cos 𝛼 =  𝑎
→

𝑏
→

|𝑎| .|𝑏|
                                                                          (2) 

 

where: 

𝑎 =  𝑥2 − 𝑥1, 𝑦2 − 𝑦1, 𝑧2 − 𝑧1                                                                                                                        

(3) 

𝑏 =  𝑥2 − 𝑥3, 𝑦2 − 𝑦3, 𝑧2 − 𝑧3                                                            

(4) 

 

 After the program was modified by taking the z value and changing the angle calculation, 

taekwondo movement image data began to be collected as data used as movement references and data 

to test machine learning. The taekwondo movement data collected consists of nine basic taekwondo 

movements, namely joochoom seogi, apkoobi, kyorugi joonbi, arae jireugi, momtong jireugi, eolgoul 

jireugi, arae makki, arae hecho makki, and eolgoul makki (Sarinastiti, Setyowati, & Basuki, 2022). 

Then proceed with collecting the nine basic movements from a different point of view. Programs that 

use only x and y values and programs that use x, y, and z values will be run to get an output in the 

form of a score regarding the accuracy of the machine learning model built using taekwondo 

movement reference data and tester data. The test data is divided into two different viewpoints: the 

same viewpoint as the training data image, and a different viewpoint from the training data image. An 

example of test data can be seen in Fig. 3. 
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Fig. 3. Testing Data from the Same Viewpoint as the Training Data (Left) and a Different Viewpoint 

from the Training Data (Right) 

 

The two programs will be compared to draw conclusions about which machine learning model is 

better for taekwondo movement training. 

 

RESULT 

Image Data 

 Comparisons using image data are broken down into nine taekwondo movements with the same 

perspective as the training data and with a different viewpoint from the training data. The results of the 

accuracy score of the program that has been run show the following results: 

 Seogi joochoom movement, with the same viewpoint of shooting, gets a score of 100 for the 

machine learning model that uses x and y values. For the machine learning model that uses x, y, and z 

values, it gets a score of 100. With a different image point of view, it gets a score of 51 for the 

machine learning model that uses x and y values. For learning models that use x, y, and z values, a 

score of 53 is obtained. 

 Apkoobi movement, with the same viewpoint of shooting, got a score of 88 for the machine 

learning model that uses x and y values. For the machine learning model that uses x, y, and z values, it 

gets a score of 84. With a different image point of view, it gets a score of 67 for the machine learning 

model that uses x and y values. For machine learning models that use x, y, and z values, a score of 83 

is obtained. 

 Kyorugi joonbi movement, with the same viewpoint of shooting, got a score of 75 for the machine 

learning model that uses x and y values. For the machine learning model that uses x, y, and z values, it 

gets a score of 78. With a different image point of view, it gets a score of 63 for the machine learning 

model that uses x and y values. For machine learning models that use x, y, and z values, a score of 47 

is obtained. 

 Arae jireugi movement, with the same viewpoint of shooting, gets a score of 82 for the machine 

learning model that uses x and y values. For the machine learning model that uses x, y, and z values, it 

gets a score of 71. With a different image point of view, it gets a score of 42 for the machine learning 

model that uses x and y values. For machine learning models that use x, y, and z values, a score of 55 

is obtained. 

 Momtong jireugi movement, with the same viewing angle, gets a score of 85 for the machine 

learning model that uses x and y values. For the machine learning model that uses x, y, and z values, it 

gets a score of 87. With a different image point of view, it gets a score of 75 for the machine learning 

model that uses x and y values. For machine learning models that use x, y, and z values, a score of 89 

is obtained. 

 Eolgoul jireugi movement, with the same viewpoint of shooting, gets a score of 75 for the machine 

learning model that uses x and y values. For the machine learning model that uses x, y, and z values, it 

gets a score of 87. With a different image point of view, it gets a score of 41 for the machine learning 

model that uses x and y values. For machine learning models that use x, y, and z values, a score of 79 

is obtained. 

 Arae makki movement, with the same viewpoint of shooting, gets a score of 75 for the machine 

learning model that uses x and y values. For the machine learning model that uses x, y, and z values, it 

gets a score of 75. With a different image point of view, it gets a score of 81 for the machine learning 

model that uses x and y values. For machine learning models that use x, y, and z values, a score of 75 

is obtained. 
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 Arae hecho makki movement, with the same viewpoint of shooting, gets a score of 95 for the 

machine learning model that uses x and y values. For the machine learning model that uses x, y, and z 

values, it gets a score of 80. 

 Arae hecho makki movement does not require an axis of rotation, such as the distance between the 

arms that are extended forward, one leg that is a different distance, and so on. 

 Eolgoul makki movement, with the same viewpoint of shooting, got a score of 81 for the machine 

learning model that uses x and y values. For the machine learning model that uses x, y, and z values, it 

gets a score of 91. With a different image point of view, it gets a score of 82 for the machine learning 

model that uses x and y values. For machine learning models that use x, y, and z values, a score of 76 

is obtained. 

 A comparison of the results of machine learning scores using x and y values with those using x, y, 

and z values on the test data with the same perspective as the training data is visualized in Fig. 4. 

 

 
Fig. 4. Bar Graph of Comparison of Scores in the Same Viewpoint 

In Figure 4, it is found that the results of machine learning using x and y values excel in three 

movements, namely apkoobi, arae jireugi, and arae hecho makki. Machine learning using x, y, and z 

values excels in four movements, namely kyorugi joonbi, momtong jireugi, eolgoul jireugi, and 

eolgoul makki. Whereas the two machine learning also have the same score results on two taekwondo 

movements, namely joochoom seogi and arae makki. 

 Then, for comparison with image data from a different perspective it is visualized in Fig. 5. 

 

 
Fig. 5. Bar Graph of Comparison of Scores in Different Perspectives 
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In Fig. 5, it is found that the results of machine learning using x and y values excel in three 

movements, namely kyorugi joonbi, arae makki, and eolgoul makki. Machine learning using x, y, and 

z values excels in five movements, namely joochoom seogi, apkoobi, arae jireugi, momtong jireugi, 

and eolgoul makki. 

 From the results of these scores, it was found that machine learning using x, y, and z values 

produced a model that could better detect taekwondo movements compared to those using x and y 

values. From the same point of view, machine learning with x, y, and z values is not very different 

from machine learning with x and y values. Meanwhile, from a different point of view, machine 

learning with x, y, and z values has a striking difference compared to machine learning with x and y 

values. 

 

Camera Data 

The two programs were again compared by conducting a live camera test with someone 

demonstrating the nine taekwondo moves from five different angles. The five angles consist of the 

front view, facing left, facing right, half facing left, and half facing right. The form of testing using a 

camera can be seen in Fig.  6. 

     
Fig. 6. The five angles consist of front view, left facing, right facing, half facing left, and half facing 

right 

 

The score results for each movement are as follows: 

Seogi joochoom movement scores 88, 59, 68, 75, and 66 in the machine learning model using 

x and y values. Machine learning uses the values x, y, and z to get scores of 80, 55, 63, 57, and 59. If 

averaged, machine learning with x and y gets a score of 71.2 and machine learning with x, y, and z 

scores 62.8. 

The apkoobi movement scores 75, 61, 55, 62, and 58 on the machine learning model using x 

and y values. Machine learning uses the values x, y, and z to get scores of 67, 64, 66, 68, and 65. If 

averaged, machine learning with x and y gets a score of 62.2 and machine learning with x, y, and z 

scores 66. 

The kyorugi joonbi movement scores 68, 36, 36, 62, and 43 on the machine learning model 

using x and y values. Machine learning uses the values x, y, and z to get scores of 81, 79, 81, 79, and 

78. If averaged, machine learning with x and y gets a score of 49 and machine learning with x, y, and z 

scores 79.6. 

The arae jireugi movement scores 75, 58, 51, 65, and 72 in the machine learning model using x 

and y values. Machine learning uses the values x, y, and z to get scores of 75, 55, 67, 68, and 85. If 

averaged, machine learning with x and y gets a score of 64.2 and machine learning with x, y, and z 

scores 70. 

The momtong jireugi movement scores 71, 53, 50, 59, and 52 in the machine learning model 

using x and y values. Machine learning uses the values x, y, and z to get scores of 81, 75, 57, 67, and 

72. A comparison of scores can be seen more clearly through the bar graph in Fig. 11. If averaged, 

machine learning with x and y gets a score of 57 and machine learning with x, y, and z scores 70.4. 

The eolgul jireugi movement scores 68, 41, 51, 38, and 60 in the machine learning model 

using x and y values. Machine learning uses the values x, y, and z to get scores of 87, 87, 86, 87, and 

80. A comparison of scores can be seen more clearly through the bar graph in Fig. 12. If averaged, 

machine learning with x and y gets a score of 51.6 and machine learning with x, y, and z scores 85.4. 
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The arae makki movement scores 68, 80, 81, 69, and 84 in the machine learning model using 

x and y values. Machine learning using x, y, and z scores of 65, 71, 71, 67, and 77. If averaged, 

machine learning with x and y gets a score of 76.4 and machine learning with x, y, and z scores 70.2. 

The arae hecho makki movement scores 90, 81, 72, 77, and 77 in the machine learning model 

using x and y values. Machine learning uses x, y, and z scores to get scores of 85, 80, 68, 78, and 78. 

If averaged, machine learning with x and y gets scores of 79.4 and machine learning with x, y, and z 

scores of 77.8. 

The eolgoul makki movement scores 62, 59, 50, 63, and 47 in the machine learning model 

using x and y values. Machine learning using the values x, y, and z gets scores of 85, 83, 67, 70, and 

70. If averaged, machine learning with x and y gets a score of 56.2 and machine learning with x, y, 

and z scores 75. 

 

DISCUSSIONS 

In this study, problems were encountered when entering image data that needed the rotation or 

z axis. When the axis of rotation is not invoked in taekwondo movements that involve a straight-

forward hand posture, the model detects that there is no distance between the hands and the shoulders. 

This problem is greatly assisted by the MediaPipe framework, which can reconstruct z values based on 

an image as can be seen from the visualization results in Fig. 7. 

 

 
 

Fig. 7. Reconstructed Taekwondo Movement Visualization by MediaPipe 

 

 Research can be developed by collecting datasets consisting of more images from various 

viewpoints, like in other studies (Dewantara & Rhamadhaningrum, 2020). However, it is necessary to 

ensure computer performance to run programs with large enough datasets. 

 

CONCLUSION 

In this study, the calculation process was changed from previous research with reference to the 

angle formula between two space vectors. It is known that the striking difference lies in the time of 

testing using images with a different perspective from the training data. In the trial using the camera, it 

was found that the average overall score for machine learning using x and y values was 63 and for 

machine learning using x, y, and z values was 73. It can be concluded that machine learning using x, y, 

and z makes it easier to detect taekwondo moves. Research can be developed by enlarging the dataset 

and making the model enter into the application so that it can be developed for basic taekwondo 

training up to the assessment of taekwondo movements. 
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