Implementation of Continuous Delivery using Jenkins And Kubernetes with Docker Local Images
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Abstract: The need for software has increased and the development process has also become more complex as technology has developed which resulted application will take a long time to deployed, which can be completed in weeks or even months. One reason is the large number of teams involved in application development, especially the Development Team and Operations Team. These teams can cause the application delivery process to the user's side to be hampered if a conflict occurs, so the term DevOps appears. Support for DevOps continues to be improved, so there is CI/CD (Continuous Integration and Continuous Delivery/Deployment). Many researches have been done about CI/CD and using tools Jenkins, Kubernetes, and Docker. However, there is already research that has used a repository DockerHub for storing Docker Images. This research focuses on the local implementation of the docker image which is then run with Kubernetes Orchestration so it can reduce the platform used by CI/CD. This implementation requires conversion from docker image to Kubernetes Image Cache. The results show that the Continuous Delivery implementation using Kubernetes with the Local Docker image is successful and can run well. The results show that the average time required to create a docker image is 649 seconds (10 minutes 49 seconds) and image conversion process which takes an average time of 275 seconds (4 minutes 35 seconds). Research can be developed further by researching techniques to shorten build time, minimize resource utilization and minimize time conversion from docker images to Kubernetes Image Cache.
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INTRODUCTION

The need for software has increased and the development process has also become more complex as technology has developed. This affects the organization in sending applications to production. The more complex an application will take a long time to update the application, which can be completed in weeks or even months. One reason is the large number of teams involved in application development, especially the Development Team and Operations Team. These teams can cause the application delivery process to users to be hampered when conflicts occur (Leite et al., 2020). This problem is one of the reasons for the emergence of the DevOps principle that collaborates the Development Team and IT Operations (Kim et al., 2016).
Leite et al (2020) states, DevOps is a collaborative and multidisciplinary effort within an organization to automate continuous delivery of new software versions, while guaranteeing their correctness and reliability. In DevOps, CI/CD Pipelines are known for facilitate the process of integration and delivery of software to users (Freeman, 2019). CI/CD stands for Continuous Integration, Delivery, and Deployment (Shahin et al., 2017). By implementing CI/CD the process of building, deploying and testing a software is carried out automatically with the aim of speeding up delivery and getting feedback from application users as well as facilitating its distribution.

There are quite a lot of supporting tools for CI/CD implementation, such as git for source code, control for Continuous Integration, Jenkins as a CI/CD Pipeline, and docker to make it easier to package applications to be deployed. However, when building a CI/CD environment using Docker, users must build a container image before deployment. The container image itself usually has to be stored in a repository such as Docker Hub or Amazon ECR when using AWS. However, in this study, researchers will not save it to a repository such as Docker Hub or Amazon ECR but will store it on a local server, so that they can save costs for renting Docker Hub or Amazon ECR services.

Many studies on CI/CD have been carried out. Research conducted by Singh et al (2019) used CI/CD tools to deploy docker-based microservices on AWS by comparing Jenkins and Gitlab CI/CD. This research shows that both Gitlab CI/CD and Jenkins have their own advantages and need to be adjusted according to needs. Research on CI/CD tools such as Jenkins, Kubernetes, Docker was also conducted by Alpery & Ridha (2021), Fadil et al., (2020), Garg & Garg (2019), Luhana et al (2018), Mahboob & Coffman (2021), R & Mohana (2022), Singh et al (2019), dan Yin et al (2021). In some of these studies, it shows that CI/CD aims to facilitate automatic application deployment and minimize downtime. Kubernetes itself is a framework for managing containers such as docker on clusters with the help of local Daemons (the Kubelet) for lifecycle management. (Jeffery et al., 2021; Rodriguez & Buyya, 2019). The tools used are also as varied as the research conducted by (Mahboob & Coffman, 2021) not using Jenkins but using Tektons for CI/CD Pipelines. Apart from using Docker, research conducted by Mahboob & Coffman (2021) and Yin et al. (2021) uses Kubernetes for Docker Orchestration to facilitate container management. To be able to use Docker, it is necessary to carry out the build process to form an image which is then stored in a repository such as Docker Hub. The research conducted (Fadil et al., 2020) uses a private image repository which is distributed on several servers so that the research requires more than one server.

Apart from using Docker, CI/CD can be done without using Docker, like research conducted by Danur Wijayanto et al. (2021). This research uses the help of the PM2 library to manage running applications so that it can shorten deployment time, but there are weaknesses, namely there is downtime during the deployment process. This downtime is caused because the deployment is done by directly replacing the running service. To overcome these problems, we can using Containers with Kubernetes Orchestator so deployment can be managed properly. This research focused on implementation Kubernetes using local images because no one has discussed it. Previous research used Online Repositories such as Docker Hub and Harbor as a container registry so that to use these services it is necessary to configure and incur additional costs. With this research, we hope to add insight into CI/CD implementation especially for Continuous Delivery and show that docker images can be stored on a local server so it can reduce the platform used by CI/CD.

**METHOD**

The method used in this study are shown in Figure 1: (1) Git Configuration, implementing Code Integration using Github, (2) Jenkins configuration, configuring CI/CD Pipelines using Jenkins to support the Continuous Delivery/Continuous Deployment process, (3) Kubernetes Configuration, configuring Kubernetes in running the application, then finally (4) Testing, carrying out the testing process starting from Continuous Delivery to Continuous Integration/Continuous Deployment.
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This research uses a VPS from Contabo (Contabo, n.d.) with the specifications as in Table 1. The system built requires 1 VPS as a place to run applications and tools such as Jenkins, Kubernetes, and the Docker image repository. Meanwhile, the software requirements are shown in Table 2.

Table 1. Hardware Specification

<table>
<thead>
<tr>
<th>Component</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>4 vCPU</td>
</tr>
<tr>
<td>RAM</td>
<td>8 GB</td>
</tr>
<tr>
<td>SSD</td>
<td>200 GB SSD</td>
</tr>
</tbody>
</table>

Table 2. Software List

<table>
<thead>
<tr>
<th>Tools</th>
<th>Description</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>GitHub</td>
<td>Code Repository</td>
<td></td>
</tr>
<tr>
<td>Jenkins</td>
<td>CI/CD Pipeline</td>
<td>2.346.1</td>
</tr>
<tr>
<td>Docker</td>
<td>Container</td>
<td>20.10.12-0ubuntu4</td>
</tr>
<tr>
<td>Kubernetes</td>
<td>Container Orchestration</td>
<td>v1.24.13-2+cd9733de84ad4b</td>
</tr>
</tbody>
</table>

Git Configuration

This study uses Github as a code repository. In this study, we used 2 main branches, namely the master and staging branches as well as the feature branch taken from the master branch for the development process. The master branch is used to release and merge application code so that it can be used by developers for next software feature. While the staging branch is used to combine code from the developer module so that testing can be done in a staging environment. The relationship between Tools, Devices, Developers, and system users is shown in Figure 2.

When the developer merges the code into the GitHub Repository, GitHub will access the webhook url that points to Jenkins Server so that it will trigger the pull process and do the docker image creation and deployment process on the Server. Jenkins will pull code based on the branch that was set during...
configuration, so that only certain branches can trigger Jenkins to work. The branches used to trigger Jenkins are the demo and master branches. This process can be seen in Figure 3.

Fig 3. Alur kerja jenkins

After Jenkins has finished pulling the code from the GitHub Repository, Jenkins will start the deployment process. The flow of the deployment process is: installing the packages needed to run the application, creating a Docker Image, converting the Docker Image - Open Container Initiative (OCI) into Kubernetes Image Cache and rollout Kubernetes deployment.

The deployment process can be monitored on the Jenkins interface. Developers can monitor whether the deployment process was successful or failed along with logs that can be used to find out where the error is when a deployment failure occurs. In this research, there is a conversion process from Docker Image to Kubernetes Image Cache. This is necessary because the Local Docker Daemon is not part of the Kubernetes Cluster and so Docker Images are not recognized (Canonical, n.d.).

RESULT

In this section the author will explain the process and implementation results in accordance with the system implementation flow shown in Figure 1. The author conducted two tests, namely a performance test that test Docker's performance in terms of time to build the image and convert to the Kubernetes Image Cache which needed for deployment, and functional testing to find out whether CI/CD can run properly.
Performance Testing

To measure deployment time, the authors conducted 5 experiments. Figure 3 shows a comparison of the build time required for Docker and conversion to Kubernetes Image Cache. Of the 5 trials conducted, the average deployment time was 924 seconds (15 minutes 25 seconds). Of that total time, creating a docker image takes more time than converting images. Build time takes an average of 649 seconds (10 minutes 49 seconds) while the image conversion process takes an average time of 275 seconds (4 minutes 35 seconds). This is because the build process installs application packages via the internet, so the more packages needed, the longer it takes and depends on internet speed.

![Deployment Time Graph]

Fig 4. Deployment Time

Functional Testing

Functional testing is carried out by updating the code to the GitHub Repository until the Docker Image runs on the Kubernetes Cluster. After the developer has merged the code into the master or demo branches, Jenkins will be triggered from the previously configured GitHub Webhook to build by running the application deployment command as shown in Figure 5.

![Jenkins Dashboard]

Fig 5. Triggered Jenkins Build
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If Jenkins builds and deploys the application successfully, a description will appear as shown in Figure 6. To see whether the images for Kubernetes were created successfully, you can check with the microk8s-crt images ls command as shown in Figure 7. In this image there are “be-demo” images which in the Jenkins build with the command Figure 5. To make sure whether the pods have run successfully, you can see the status of the pods in the RUNNING status. Figure 8 shows the status of pods and deployment in kubernetes. The figure shows 2 deployments with each running 2 pods that have a Running status and a service that exposes port 30080 30081.

**DISCUSSIONS**

In this chapter, we will discuss how implementation is configured. As explained in Figure 1, implementation begins with creating a GitHub Repository followed by creating a branch. Then a webhook configuration is required to integrate into Jenkins (GitHub, n.d.). The webhook configuration on the GitHub Repository can be seen in Figure 9 which is on the Webhooks menu then fill in the Jenkins url in the Payload URL Form.
Figure 9. GitHub Repository Configuration

**Jenkins Configuration**

Configuring Jenkins is done so that it can be integrated with GitHub and carry out the deployment process. What needs to be configured here is the configuration of source code management and build which contains internal commands for deployment. The Source Code Management configuration is shown in Figure 10. In the Source Code Management configuration, specify the GitHub Repository URL, and which branch will be integrated. Meanwhile, Figure 10 shows the Build configuration in which there are several commands for deploying.

Jenkins use 2 branches master and staging branches for deployment. The development branch is not used because the branch is specifically for local development, so when you want to deploy, the programmer has to merge the code into the master and staging branches.

Fig 9. Source Code Management Configuration
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Kubernetes Konfiguration

Kubernetes is used to run pods, a container that contains applications that were previously built using Docker. In this study, we use 2 pods to maintain application stability, especially during deployment so as to reduce downtime by using the rollout deployment method. (Kubernetes, n.d.). There are 2 configurations performed, namely Deployments and Service configurations. Deployments configuration is used to declare how updates are performed for pods while Services are used to expose network applications so that other services can access them. The Deployment configuration is shown in Figure 11.

The port configuration that pods use to communicate with other services is shown in Figure 12 lines 11 and 12. This configuration will open port 3011 in the application to address 30081.
CONCLUSION

From the test results it can be concluded that the Continuous Delivery implementation using Kubernetes with the Local Docker image is successful and can run well. With this type of implementation we do not need additional cost for using Online Repositories such as Docker Hub as a container registry. This is proven from the test results where the docker image creation process, the conversion of the docker image to the kubernetes image was successfully carried out. However, this implementation has drawbacks regarding deployment time. The average time required to create a docker image is 649 seconds (10 minutes 49 seconds) and image conversion process which takes an average time of 275 seconds (4 minutes 35 seconds). Build process need more time to installs application packages via the internet, so that the more packages needed, the longer it takes and depends on internet speed and specification of computer hardware. If at the same time doing deployment, server may will have high load and result in a crash. Research can be developed further by researching techniques to shorten build time, minimize resource utilitation and minimize time conversion from docker images to Kubernetes Image Cache.
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