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Abstract: Vehicle identification and detection is an important part of
building intelligent transportation. Various methods have been proposed in
this field, but recently the YOLOvV8 model has been proven to be one of the
most accurate methods applied in various fields. In this study, we propose a
YOLOv8 model approach for the identification and detection of 9 vehicle
classes in a reprocessed image data set. The steps are carried out by adding
labels to the dataset which consists of 2,042 image data for training, 204
validation images and 612 test data. From the results of the training, it
produces an accuracy value of 77% with the setting of epoch = 100, batch =
8 and image size of 640. For testing, the YOLOv8 model can detect the type
of vehicle on video assets recorded by vehicle activity at intersections with.
However, the occlusion problem overlapping vehicle objects has a significant
impact on the accuracy value, so it needs to be improved. In addition, the
addition of image datasets and data augmentation processes need to be
considered in the future.

Keywords: Vehicle Detection, Vehicle identification, YOLOVS, Intelligent
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INTRODUCTION

With the rapid growth of vehicles in urban areas, the Intelligent Transportation System (ITS) is an
effective solution to address traffic problems. Many big cities in Indonesia have developed ITS as traffic
monitoring, and the city of Medan is no exception. One of the basic components of ITS is traffic
monitoring with CCTV (Closed Circuit Television) cameras. However, in reality traffic monitoring
currently still uses human power to respond to various incidents of traffic violations, vehicle accidents
and vehicle theft which must be monitored using CCTV cameras.

One very important component of ITS is vehicle identification and detection, which aims to collect
information about a certain type of vehicle from images or videos in the vehicle (Wang et al., 2021).
Vehicle detection in real time is a crucial and challenging task. Currently, the available real-time vehicle
detection is still not accurate and fast enough (Hasan et al., 2018; Xiao, 2019). Therefore, real-time
systems must be able to detect and identify vehicles with a high degree of accuracy, especially in crime
situations such as vehicle theft and road traffic violations. What's more, vehicle detection in complex
and obstructed scenes is also a challenge (Phan et al., 2019).

Identification and detection of vehicles using computer vision technology with the use of deep
learning methods is one of the research focuses that has attracted the attention of researchers in recent
years, especially in the application of intelligent transportation systems (Al-Smadi et al., 2016). Many
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new models regarding deep learning technology have been reported in various studies with promising
performance results for different purposes, including vehicle detection (Bugeja et al., 2020; Koay et al.,
2021; Lietal., 2018; Pham & Yoo, 2020), vehicle re-identification (Hsu et al., 2020; Peng et al., 2020;
Zheng et al., 2020a, 2020b), vehicle plate detection (Gupta et al., 2019), vehicle counting (Kadim et al .,
2020; Liang et al., 2020; Phan et al., 2019; Umair et al., 2021), vehicle tracking (Liang et al., 2020;
Lopez-Sastre et al., 2019; Phan et al., 2019), vehicle classification (Phan et al., 2019; Xiao, 2019; Yu et
al., 2017) and others.

Various techniques have been proposed for intelligent traffic surveillance systems, but deep learning
techniques are more accurate than traditional techniques (Zhang et al., 2019), because they have the
ability to learn image or video features and classification and regression tasks (Wu et al., 2019).
Therefore, in this study it is proposed to use one stage YOLOVS for vehicle identification and detection,
then the Deep Sort algorithm for vehicle tracking. The performance analysis of the proposed model will
be trained on images of vehicle activity extracted from CCTV video recordings. An accurate model will
be applied directly in live streaming by utilizing streamlit for making applications (Aboah et al., 2023;
Ju & Cai, 2023; Terven & Cordova-Esparza, 2023).

LITERATURE REVIEW

Obiject detection is a computer vision task applied to predicting the presence of one or more objects,
together with their classes and bounding boxes. YOLO (You Only Look Once) is a sophisticated object
detector that can carry out real-time object detection with good accuracy. The success of YOLO in the
previous version was applied in many fields, so that many developers and the community were very
interested in trying the latest technology and the results were sure to be faster and more accurate than
the previous version. YOLOV8 introduces new features and enhancements to further increase
performance and flexibility. YOLOVS is designed to be fast, accurate, and easy to use, making it an
excellent choice for a wide variety of object detection and tracking, instance segmentation, image
classification, and pose estimation tasks.

METHOD
The research stage proposed in this study is illustrated in Figure 1 below. Overall, the authors propose
a computer vision approach with different deep learning techniques to understand how it works and
analyze the performance of the most optimal model applied.

Dataset Video
CCTV

Pre-processing Vehicle Detection Evaluasi Model

Fig 1 Research Stage

The model architecture proposed in the study is based on the deep learning technique of the YOLOv8
model for vehicle detection. The performance of the model will be analyzed for vehicle detection with
the aim of obtaining the most optimal model applied when implementing a traffic control system in the
city of Medan. then for direct vehicle tracking, the author adopts the Deep Sort algorithm which is one
of the most optimal algorithms currently used for multi-object tracking compared to the ORB and
Kalman Filter algorithms. YOLOVS is the newest state-of-the-art YOLO model that can be used for
object detection, image classification, and instance segmentation tasks. YOLOv8 was developed by
Ultralytics, who also created the influential and industry-defining YOLOvV5 model. YOLOVS8 includes
numerous architectural and developer experience changes and improvements over YOLOV5.

YOLOVS is under active development as of writing this post, as Ultralytics work on new features and
respond to feedback from the community. Indeed, when Ultralytics releases a model, it enjoys long-
term support: the organization works with the community to make the model the best it can be. YOLOv8
achieves strong accuracy on COCO. For example, the YOLOv8m model -- the medium model --
achieves a 50.2% mAP when measured on COCO. When evaluated against Roboflow 100, a dataset that
specifically evaluates model performance on various task-specific domains, YOLOv8 scored
substantially better than YOLOv5. More information on this is provided in our performance analysis
later in the article.

*name of corresponding author

This is an Creative Commons License This work is licensed under a Creative
BY NC Commons Attribution-NonCommercial 4.0 International License. 2151


https://doi.org/10.33395/sinkron.v8i4.12787

Sinkron : Jurnal dan Penelitian Teknik Informatika

Sln kTO'ﬂ Volume 7, Number 4, October 2023

w DOI : https://doi.org/10.33395/sinkron.v8i4.12787

e-ISSN : 2541-2019
p-1SSN : 2541-044X

Furthermore, the developer-convenience features in YOLOv8 are significant. As opposed to other
models where tasks are split across many different Python files that you can execute, YOLOV8 comes
with a CLI that makes training a model more intuitive. This is in addition to a Python package that
provides a more seamless coding experience than prior models. The following image created by GitHub
user RangeKing shows a detailed visualization of the network architecture. Figure 2 shows a detailed
visualization of the YOLOvV8 network architecture
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Fig 2 YOLOVS architecture
The training data set sourced from CCTV video will be extra into several image scenes in jpg format.
From the results of image extraction will be used for training needs, validation and testing. The dataset
used for training consists of 2,042 images, 204 for validation and 612 for testing as seen in table 1
Table 1 Dataset

train

valid

test

2042

204

612

This dataset is used to train the YOLOv8 model in detecting and identifying 9 classes of vehicles
namely ‘ambulance’, 'bus’, ‘citycar’, 'minibus’, 'minitruck’, ‘car’, 'mobilbox’, 'pickup’, 'truck’. .

RESULT
The results of this study consist of 5 (five) steps. First, collect images of vehicles sourced from CCTVV
video recordings which are used as an initial stage for model training and evaluation. Second, processing

*name of corresponding author
This is an Creative Commons License This work is licensed under a Creative
BY NC

Commons Attribution-NonCommercial 4.0 International License. 2152


https://doi.org/10.33395/sinkron.v8i4.12787

S . k Sinkron : Jurnal dan Penelitian Teknik Informatika
].n Ton Volume 7, Number 4, October 2023 e-ISSN : 2541-2019
DOI : https://doi.org/10.33395/sinkron.v8i4.12787 p-1SSN : 2541-044X

the entire data set by annotating and labeling vehicle objects in the image. Then, carry out the image
data augmentation process using pre-existing photos. Next, we trained the YOLOV8 object recognition
model using the vehicle data set. Then, analyze the results and validate the detection performance of the
improved model using the validation data set to determine the best model for practical use in field
adaptation.

At the training stage we use the YOLov8 model settings using epoch 100, image size = 640, batch = 8
and optimization using adams. We use the intersection over union (loU) evaluation metric to evaluate
the accuracy of the model detector in the dataset used. Figure 3 is an illustration of the training results
based on the error value of the model in training. There are 4 illustrated images, namely Precision-
Confidence, Recall, Recall Confidence and F1-Confidence. From the results of the image the accuracy
value for the detection of 9 vehicle classes is 77%. Furthermore, in Figure 4 is an illustration of the
model training matrix and Figure 5 is the result of the Confusion matrix model used. Confusion matrix
is a method for summarizing the performance of classification algorithms. The diagonal lines show the
importance of the predicted results in the confusion matrix; horizontal and vertical lines represent false
negatives and false positives, respectively.
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Fig 3 (a) Precision Confidence, (b) Recall, (c) Recall Confidence dan (d) F1-Confidence
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The results of the YOLOvV8 model training used for detection by identifying 9 vehicle classes will
produce a new model with the name best.pt. Then, this model is used to perform vehicle detection on
test images consisting of 612 images which produce an accuracy rate of 96% and some of the detection
results are shown in the image below.
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Fig 6 Test result visualization

DISCUSSIONS

Based on the test results of the YOLOv8 model used for the detection and identification of 9 classes
of vehicles, the highest training accuracy value of 77% is one of the values that still needs to be
improved. In addition, the YOLOv8 model training process still needs further research, especially in the
application of the image augmentation process. Several research results found that the image
augmentation process can improve detection accuracy, as proposed by [25] who applied a combination
of MixUp, Mosaic, and traditional methods in data augmentation. The results of their model testing
resulted in increased accuracy. In addition, the detection of small objects in the scene is also an important
part; application of SAHI [26] is an option to be used in future research.

CONCLUSION
The application of the YOLOv8 model for vehicle detection and identification proposed in this study
still needs to be developed, but the YOLOvV8 model for the vehicle dataset used yields an accuracy of
77% for training and 96% for testing. The data augmentation process used in this study uses standard
settings from the YOLOvV8 model. Detection and identification of 9 vehicle classes still needs to be
developed for the future.
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