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Abstract: The background is the increasing cybersecurity threats in the form 

of phishing attacks that can be detrimental to individuals and organizations. 

The purpose of this research is to compare the performance of four Naive 

Bayes variants in classifying phishing emails with a method that involves a 

data pre-processing stage, phishing emails are collected, cleaned, and 

converted into appropriate numerical features. Next, the GridSearch 

approach was used to find the best parameters. This research objective is to 

understand how each Naive Bayes variant works on phishing email datasets. 

This phishing detection task is based on the following performance 

evaluation criteria such as accuracy, precision, recall, and F1-score. In this 

study, Bernoulli got the best accuracy of 97.34% but when the results 

obtained a hyperparameter, the results showed an increase with the most 

optimal results and the best performance is Bernoulli 97.38%. The research 

results are to provide an in-depth insight into the effectiveness of each variant 

of Naive Bayes in dealing with phishing email datasets and researchers in 

selecting the most suitable Naive Bayes variant for phishing detection tasks. 

In addition, the applied GridSearch method can guide how to find the best 

parameters for Naive Bayes models in other contexts. In summary, this study 

focuses on analyzing the performance of four variants of Naive Bayes 

Gaussian, Multinomial, Complement, and Bernoulli with the best algorithms 

Bernoulli 97.38%. 
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INTRODUCTION  

In an increasingly advanced digital era, cybersecurity threats are becoming increasingly complex 

and troubling. One of the most common and harmful forms of attack is a phishing attack, especially in 

the form of a phishing email. These attacks make use of psychological and technical manipulation 

techniques to lure users into disclosing personal information, financial data, and other sensitive 

information. Phishing emails are becoming the most common tool used by cybercriminals due to their 

easy nature to spread and the ability to fool even the most vigilant users (Hadi Ramadhan & Kumalasari 

Nurnawati, 2022). 

Phishing email attacks create serious challenges for individuals, companies and other institutions. 

Various attempts have been made to protect users from these attacks, including the use of advanced 

technology and security awareness education. Nonetheless, email phishing attacks continue to evolve 

with increasingly sophisticated tactics that are difficult to detect. Therefore, a more advanced approach 

is needed to deal with this threat (Hadi Ramadhan & Kumalasari Nurnawati, 2022).  

One solution that has been widely used in phishing attack detection is the application of data analysis 

and machine learning techniques. Classification methods, such as Naive Bayes, have proven effective 

https://doi.org/10.33395/sinkron.v8i4.12958
mailto:riskirahman1116@students.amikom
mailto:ferian.fauzi@amikom.ac.id


 

 

Sinkron : Jurnal dan Penelitian Teknik Informatika 

Volume 7, Number 4, October 2023 

DOI : https://doi.org/10.33395/sinkron.v8i4.12958 

e-ISSN : 2541-2019 

 p-ISSN : 2541-044X 
 

 

*name of corresponding author 

 
This is anCreative Commons License This work is licensed under a Creative 
Commons Attribution-NonCommercial 4.0 International License. 2337 

 

in identifying patterns that might signal the presence of phishing emails. Naive Bayes variants, such as 

Gaussian, Multinomial, Complement, and Bernoulli, offer a unique approach to dealing with categorical 

data in the context of phishing analysis. Researchers classify email spam or non-spam using logistic 

regression. Email data that has been obtained is preprocessed and then logistic regression modeling is 

performed. Logistic regression performance was obtained by 95% and Naïve Bayes was obtained by 

93% (Suprihati, 2021). So, I want to make a difference in the algorithm and the difference in the phishing 

email dataset from previous research 

However, the effectiveness of each variant of Naive Bayes in dealing with phishing email datasets 

still needs to be studied further. Therefore, this study aims to analyze the performance of the four 

variants of Naive Bayes with the GridSearch approach on phishing email datasets. GridSearch was 

picked because it helps automate the process of finding the best parameters by systematically testing 

different combinations of parameters. This reduces the need to manually try parameters, which can be 

time and resource consuming, and can result in a model with optimal performance. GridSearch is 

particularly useful for Naive Bayes and is related in that it can find the most common parameter in Naive 

Bayes, alpha, which controls the Laplace smoothing used to solve the zero probability problem. It is 

hoped that the results of this study will provide deeper insight into the advantages and limitations of 

each variant in classifying phishing emails. The stages of this method itself start from data collection, 

data preprocessing, TF-IDF, model selection, Gridsearch approach, and evaluation. The targeted output 

of this research is a better understanding of how each variant of Naive Bayes works on phishing email 

datasets. It is hoped that it will be revealed which variant is most suitable for this phishing detection task 

based on performance evaluation criteria such as accuracy, precision, recall, and F1-score. 

With a better understanding of the performance of Naive Bayes variants in the context of phishing 

email detection, it is hoped that more effective and adaptive cybersecurity measures can be implemented. 

This research can contribute to the development of early detection techniques against email phishing 

attacks, which in turn will help protect users' personal and sensitive information as well as overall 

organizational security and provide in-depth insights into the effectiveness of each variant of Naive 

Bayes against phishing email datasets. The research results can provide practical guidance for 

cybersecurity professionals and researchers in selecting the most suitable variant of Naive Bayes for the 

phishing detection task. In addition, the applied GridSearch method can guide how to find the beast 

parameters for the Naive Bayes model in other contexts. 

 

LITERATURE REVIEW 

This study makes comparisons between naïve Bayes variants and approaches through GridSearch 

validation as hyperparameters from phishing email data to find the best parameters of the naïve Bayes 

model. In this modeling used classification which is the process of finding a class model to be 

categorized (Suprihati, 2021). Naïve bayes itself is a method of determining probabilities and predicting 

opportunities using data. The label given is the target to be addressed (Momole, 2022). 

Research by (Darmawan & Fauzan Dianta, 2023), Researchers use the algorithm, namely SVM. In 

this study, researchers predicted heart disease. With the SVM algorithm, researchers got 83% accuracy. 

While the results from GridSearch get an increase of 86%. Research by (Momole, 2022), researchers 

compared algorithms, namely naïve Bayes and random forest to get the best performance. In this study, 

researchers only made comparisons without optimization and looked for the best parameters. The results 

of this study got a naïve Bayes algorithm of 99.22%. Research by (Kurniadi et al., 2022), researchers 

conducted research on predicting student data using the naïve Bayes algorithm. From this research, 3 

tests were carried out, namely when using the naïve Bayes algorithm, using the forward selection feature, 

then SMOTE. Maximum results are obtained from the third model, naïve bayes using forward selection 

and SMOTE features with a performance accuracy of 87.13%. Research by(Putri & Wijayanto, 2022), 

researchers classify phishing website use the Naïve Bayes algorithm, Decision tree, Random forest and 

SVM with the best Random forest algorithm of 90.77%. Research by (Subarkah & Ikhsan, 2021), 

researchers detection phishing website use the CART algorithm and gets an accuracy 95.28%.  Research 

by (Suprihati, 2021) ,researchers classify email spam or non-spam using logistic regression. Email data 

that has been obtained is preprocessed and then logistic regression modeling is performed. Logistic 
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regression performance was obtained by 95%. Research by (Agus Fatkhurohman, Eli Pujastuti, 2019), 

researchers use naïve bayes with cross validation and the final accuracy naïve bayes is 92.98%. 

 

METHOD 

This research aims to analyze the performance of Naïve Bayes regarding Email Phishing. This 

Phishing Email is obtained from open source Kaggle with name Phishing Email Detection. In this dataset 

aim to trick recipients into divulging sensitive information or performing harmful actions. The dataset 

specifies the email text body the type of emails which can be used to detect phishing emails. The data 

contains two features namely Email Text and Email Type. The Email Text specifies the email body and 

the Email Type specifies the type of email whether it is Phishing or Safe. The results of this study can 

be used as a comparison of naïve bayes variants with the GridSearch approach is expected to be a 

significant performance improvement. To carry out this research, I used google colab with the research 

flow in the figure below. 

 
Fig 1. Framework of Research 

Dataset 

 Researchers collect data from open source datasets on kaggle with the title phishing email.  

Researchers get data related to safe email text data and phishing emails in the form of CSV file datasets 

containing email lists. This data attribute contains email text which is the email text and email type 

which contains the type of phishing or secure email. The participant data registered in the excel file 

amounted to 171,004 data contains text sent via email with a collection of words, letters, and sentences. 

There are only 2 variables in this data, Email Text and Email Type. The amount of data from these 

variables does not contain empty data and has the same amount. As much text data as there is has an 

average email text length and different email type frequencies. so this data needs to be processed so that 

it can be analyzed. 

Case Folding 

https://doi.org/10.33395/sinkron.v8i4.12958


 

 

Sinkron : Jurnal dan Penelitian Teknik Informatika 

Volume 7, Number 4, October 2023 

DOI : https://doi.org/10.33395/sinkron.v8i4.12958 

e-ISSN : 2541-2019 

 p-ISSN : 2541-044X 
 

 

*name of corresponding author 

 
This is anCreative Commons License This work is licensed under a Creative 
Commons Attribution-NonCommercial 4.0 International License. 2339 

 

 Case folding here is used in text processing to remove punctuation, double spaces, and numbers. 

Then each word that has been processed is converted into lowercase letters. In addition to converting 

characters to lowercase, the case folding procedure uses the regular expression library to remove 

numbers, punctuation marks, and emoticons.  After removing numbers, punctuation marks, and emojis, 

researchers removed duplicate text. 

Stopword Removal 

 Stopwords are used in a language but generally do not have significant meaning or contribute to the 

overall understanding of the text. Stopwords usually include words like "the", "and", "is", "in", "of", 

"it", "to", "on", "as", "with", and many more, depending on the language. These words serve a 

grammatical purpose such as connecting words, indicating tenses, or building sentence structures. 

However, they have no specific semantic content and can often be safely omitted without affecting the 

core meaning of the text. This technique is used to reduce noise and improve processing efficiency. 

Tokenize 

 The tokenizing process functions to convert a sentence into every word that makes up the sentence 

the sentence. For example in the sentence "I will go on vacation" it will become "I", "will", "go", "on 

vacation" by using the tokenizing method. 

Stemming 

 Stemming is the process of processing text processing that serves to cut affixes from each word and 

make 

each word into a base word. 

Split Data 

 Preprocessed data is divided into 80% training data and 20% testing data. After splitting the data, 

TF-IDF is performed. The TF-IDF approach presents text with a vector space in which each feature in 

the text corresponds to one word. TF (Term Frequency) will calculate the frequency of occurrence of a 

word and compared to the total number of words in the document (Al-talib & Hassan, 2013). Formula 

for TF-IDF is: 

𝑊𝑑𝑡 =  𝑡𝑓𝑑 ∗  𝑖𝑑𝑓𝑡 =  𝑡𝑓𝑑 ∗ log (
𝑁

𝑑𝑓𝑡
)  (1) 

Gaussian Naïve Bayes 

 The Gaussian distribution, also known as the normal distribution, is the most commonly used 

probability distribution in statistical analysis. It is often used to describe data that is symmetrically 

distributed around its mean. The Gaussian distribution has a bell-shaped curve and can be fully described 

by two parameters, the mean and standard deviation (Karunia et al., 2017). 

𝑃(𝑥𝑖|𝐶) =  
1

√2𝜋𝜎𝐶,𝑖
2 exp (−

(𝑥−𝜇)2

2𝜎2 )   (2) 

Multinomial Naïve Bayes 

 The Multinomial distribution is used to describe the probability distribution of an experiment that 

has more than two possible outcomes. It is commonly used in categorical data analysis. The Multinomial 

distribution is a generalization of the binomial distribution that applies to more than two categories 

(Karunia et al., 2017). 

𝑃(𝑋 − 𝑥) =  
𝑛!

𝑥1!∗𝑥2!…𝑥𝑘!
∗  𝑃1

𝑥1 ∗ 𝑃2
𝑥2 … 𝑃𝑘

𝑥𝑘  (3) 

 

Complement Naïve Bayes 

 Complement Naïve Bayes is a variation of the Naïve Bayes classification algorithm specifically 

designed to address imbalances in classification datasets. Complement Naïve Bayes uses the opposite 

approach to regular Naïve Bayes. It considers the proportion of the frequency of each attribute in a class 

that does not correspond to that class (Karunia et al., 2017). 

 

𝑃(𝐶|𝑥) =  
𝑃(𝑥|𝐶)∗𝑃(𝐶)

∑ 𝑃(𝑥|𝑐′)∗𝑃(𝑐′)𝑐′
    (4) 

 

Bernoulli Naïve Bayes 

https://doi.org/10.33395/sinkron.v8i4.12958


 

 

Sinkron : Jurnal dan Penelitian Teknik Informatika 

Volume 7, Number 4, October 2023 

DOI : https://doi.org/10.33395/sinkron.v8i4.12958 

e-ISSN : 2541-2019 

 p-ISSN : 2541-044X 
 

 

*name of corresponding author 

 
This is anCreative Commons License This work is licensed under a Creative 
Commons Attribution-NonCommercial 4.0 International License. 2340 

 

 The Bernoulli distribution is used to describe an experiment that has two possible outcomes, such as 

success or failure, yes or no. The Bernoulli distribution represents the probability distribution of success 

in a single Bernoulli experiment (Karunia et al., 2017). 

 

𝑃(𝑋 = 𝑥) =  𝑝𝑥 ∗ (1 − 𝑝)1−𝑥   (5) 

GridSearch & Evaluation 

 GridSearch is one of the methods used in selecting the best parameters for a machine learning model 

or algorithm. The goal is to find a combination of parameters that produces optimal model performance 

by comparing the results of various combinations. Parameter combinations are entered in the evaluation. 

The combination selected is the one that gives the highest value to the evaluation metric. 

 

RESULT 

 The data to be used amounted to 171,004 data. After that, preprocessing is carried out so that clean 

from noise or words that are not necessary. This process consists of several parts, namely case folding, 

tokenizing, filtering, and stemming. Clean data is split with 80% training data and 20% testing data. 

Furthermore, we obtained email type data with a new number of 17,853. Raw data in phishing email 

before preprocessing : 

 

Table 1 Raw Data Phishing Email 

Email Text Email Type 

re : 6 . 1100 , disc : uniformitarianism , re ... 0 

the other side of * galicismos * * galicismo *...

  

0 

re : equistar deal tickets are you still avail... 0 

\nHello I am your hot lil horny toy.\n I am...

  

1 

software at incredibly low prices ( 86 % 

lower...  

1 

….. …. 

 

 
Fig 2 Frequently occurring data before preprocessing 

Data that has been collected will be done in case folding, stopword removal, tokenizing, and stemming. 

Data after stemming is data that will be used in the model. 

 

Table 2 The result processing of Case Folding, Stopword Removal, Tokenizing, Stemming 
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Email Text Emai

l 

Type 

Case Folding Stopword Tokenizing Stemming 

re : 6 . 1100 , 

disc : 

uniformitarianis

m , re ... 

0 

 

 

re disc 

uniformitarianis

m re sex la... 

disc 

uniformitarianis

m sex lang dick 

hudson ob... 

[disc, 

uniformitarianis

m, sex, lang, 

dick, hud... 

disc 

uniformitaria

n sex lang 

dick hudson 

obser... 

the other side of 

* galicismos * * 

galicismo *...  

0 the other side of 

galicismos 

galicismo is ... 

side galicismos 

galicismo 

spanish term 

names i... 

[side, galicismos, 

galicismo, 

spanish, term, 

n... 

side 

galicismo 

galicismo 

spanish term 

name imp... 

… … … … … … 

 

 
Fig 3 Frequently occurring data after preprocessing 

 After that, the data stemming is imported into a new CSV, and Naive Bayes Classifier modeling is 

carried out.  At this stage, researchers used 80% training data and 20% testing data.  Metrics used to 

evaluate the model include accuracy, precision, recall, F1-Score, and balance accuracy. Balance 

accuracy is used because of the imbalance in the amount of email types.  

 
Fig 4 The result of metrics before hyperparameter tuning 

From these results, researchers try to combine parameters so that the results obtained from the four 

models get maximum results. Here researchers use GridSearch with alpha parameters: 

[0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0], fit_prior: [True, False], force_alpha:[True, False], and 

var_smoothing: [1e-9, 1e-8, 1e-7, 1e-6, 1e-5, 12-4, 1e-3, 1e-2, 1e-1]. The results of the combination 

search will be incorporated into the model and re-evaluated. 
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Bernoulli 

Best hyperparameter: {alpha : 0.5, fit_prior : True, force_alpha : True} 

Best mean cross-validated score : 0.9735510211966816 

 

Complement 

Best hyperparameter: {alpha : 0.1, fit_prior : True, force_alpha : True} 

Best mean cross-validated score : 0.973978727060314 

 

Multinomial 

Best hyperparameter: {alpha : 0.1, fit_prior : False, force_alpha : True} 

Best mean cross-validated score : 0.973978727060314 

 

Gaussian 

Best hyperparameter: {var_smoothing : 0.01} 

Best mean cross-validated score : 0.9498813425073438 

 

After completing the hyperparameter stage, the researcher implemented the model again but 

used the parameters that had been obtained previously. The data built produces phishing email data and 

safe email data. Figure 6 illustrates the graph of the amount of email types 

 

 
Fig 5 The result of metrics after hyperparameter tuning 

 
Fig 6 Dataset Visualization 

Label with 0 indicating safe email type and 1 indicating phishing email type. 

 

DISCUSSIONS 
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From the results of the research that has been done, at this stage an evaluation is carried out so that 

it is known to increase the value of each Naïve Bayes model before using GridSearch and after using 

GridSearch by searching for a combination of parameters from each model. The following is a 

comparison of the balance accuracy value of each Naïve Bayes model before using GridSearch and 

Naïve Bayes after using GridSearch. 

 

Table 3 Comparison of Performance Improvements Results 

 Gaussian Multinomial Complement Bernoulli 

Before 

GridSearch 

85.61% 95.43% 96.76% 97.34% 

After GridSearch 93.99% 96.86% 96.86% 97.38% 

Increased +8.38% +1.43% +0.1% +0.04% 

 

In Table 3, it can be seen that each model has improved performance after hyperparameterization. 

So it is proven that model parameter optimization can improve the performance of each Naïve Bayes 

model in email phishing classification.  This research is almost similar to previous research but uses 

spam email datasets. Previous researchers used logistic regression and additional methods, namely naive 

bayes. In this study, logistic regression got the best performance of 95% and naive bayes 93% (Ferin 

Reviantika, Yufis Azhar, Gita Indah Marthasari, 2021). 

The limitations of this research are only limited to classifying Phishing emails and using four variants 

of naive bayes. 

 

CONCLUSION 

Researchers concluded that the results of the email phishing classification process using the Naïve 

Bayes Classifier algorithm can help classify data that includes phishing or safe data. The best 

performance results obtained from each model in the study are Gaussian 93.99%, Multinomial 96.86%, 

Complement 96.86%, and Bernoulli 97.38%. The classification results show an increase in performance 

when using GridSearch, some make better improvements such as Gaussian. The algorithms that 

improved and made the performance the same were Multinomial and Complement. Before 

hyperparameterization, the Bernoulli algorithm had the best performance. After the hyperparameter is 

done, Bernoulli's algorithm still gets the best performance but with an increase of 97.38%. It can be 

concluded from the comparison of these algorithms that Bernoulli is very effective in classifying 

Phishing Emails and the GridSearch approach is very useful in improving the Naive Bayes model. In 

previous research, research was conducted on email spam using logistic regression and naive bayes. It 

is shown that Logistic Regression is superior to Naive Bayes, which is 95%. So this research uses the 

Phishing Email dataset which is similar to the previous researcher's data and gets better performance 

than the previous researcher by 97.38% of the Bernoulli Naive Bayes model. 
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