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Abstract: The characteristics of each customer can be segmented using RFM 

(Recency, Frequency, Monetary) which means customer's last transaction 

time, number of customer transactions, and amount of money spent. The 

Lifetime and K-Means methods are used to perform the process of clustering 

or grouping customers based on segmentation through RFM. The results will 

be divided into 4 clusters namely Gold, Silver, Platinum and Diamond. The 

results of clustering are visualized with graphs and cluster tables containing 

the results of segmentation and clusters or groups of From the results 

obtained from the previous stage, of the 104 customers in the Retail & 

Distribution Services (RDS) sector, 4 segments resulted in 43 customers with 

Platinum class, 39 customers with gold class, 14 customers with silver class, 

and 8 customers with platinum level. The most popular services services or 

product is high speed dedicated internet services, VPN IP package, and 

service network package as top 3 results. The largest amount of revenue 

services or product is transponder full time use services, support network and 

contact center application as top 3 results. 
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INTRODUCTION 

Competition in the world of the telecommunications industry is getting tougher and the services and 

offers offered by competitors are increasingly numerous and diverse. Forcing telecommunications 

industry players to continue to innovate and develop their service products so that service users continue 

to use the service products provided. The customer is the owner of the position whose most important 

role is in the development of a business strategy, the customers one of the sources of profit in the 

company (Ramayu, Susanto, & Mahendra, 2022). Therefore, a good understanding of customers is 

needed (Wardani, Nugraha, et al., 2022). Where a good understanding of these customers can be used 

by companies to plant a strategy and target for investment in potential customer assets (Ramayu, 2023). 

The problem that is often faced in planning a business strategy, of course, is the difficulty in analyzing 

customer value (Xing & Xin-feng, 2010). Many marketers and businesses have difficulty in identifying 

the right customers. this has the potential to cause the company to lose potential customers and of course 

it will be very detrimental to the company (Nugraha & Mahendra, 2020). By segmenting customers 

based on their behavior, we can better target their actions. An example is a product launching event 

tailored to marketing targets aimed at meeting customer expectations (Balaji & Srivatsa, 2012). In 

addition, the data owned by the company is also a very important asset (Adnyana & Sulastra, 2020). 
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The type of characteristics of each customer in this case can be seen by utilizing the RFM method, 

namely the Recency, Frequency, Monetary method which means Recency (the time of the customer's 

last transaction), Frequency (the number of customer transactions), and Monetary (the amount of money 

spent) (Husein, Setiawan, Sumangunsong, Simatupang, & Yasmin, 2022). As well as utilizing the K-

Means Algorithm which can be used to carry out the segmentation process or customer groups based on 

RFM (Budilaksono et al., 2021). RFM itself is an analytical method that is quite well known and often 

used in marketing strategy through CRM (Customer Relationship Management) approach (Wardani, 

Arnidya, et al., 2022). CRF can show us the priorities and focus of the campaign. On the other hand, we 

also have to measure customer value, it will be less than optimal if low value customers are given high 

priority. We can use Monetary and Frequency values to determine customer value. In this case, we do 

not know the value limits for Frequency and Monetary, so we decided to use the K-Means Clustering 

technique. In determining the data group on K-Means, this is done by making a cluster determination 

that aims to show similarities between data (Putra, Pinem, Silalahi, Gulo, & Liukhoto, 2022). Where 

each data that has similarities will have a close hierarchical relationship and form a data cluster. 

The purpose of this study is to find out how to properly determine the type of promotion that can be 

offered to potential customers in order to continue using the services provided. However, due to the 

large number of customers and having a variety of characteristics and different levels of loyalty, of 

course, the provision of promotions cannot be given equally and evenly. In this case, customer 

segmentation is very necessary so that the promotions given can be right on target according to the 

segmentation. 

The output built in this study is customer segmentation using an RFM analysis model. The 

segmentation results were then grouped with the K-Means clustering algorithm. The first output 

produced is customer segmentation based on frequency during transaction activities, the most frequent 

transactions that occur in the current time span, and the highest amount of income generated from the 

entire transaction (Dewi, Gunadi, & Indrawan, 2020). Then the customer data that has been segmented 

is grouped into 4 clusters. This is the second output that is the purpose of this study. It is hoped that the 

segmentation and clustering carried out can help ISP companies in designing future business strategies. 

 

LITERATURE REVIEW 

Conducting segmentation analysis based on customer characteristics can help companies in 

determining potential customer segments to be promoted more and allow income to increase due to the 

segmentation (Taqwim, Setiawan, & Bachtiar, 2019). The method used is RFM in segmentation and 

combined with the K-Means Algorithm. Where in the study the company wanted to apply different 

CRM (Customer Relationship Management) in different customer segments so that segmentation was 

carried out with the RFM Model using the Fuzzy C-Means Clustering algorithm. The results of the 

clustering are then visualized in a dashboard and usability testing is carried out to calculate the success 

rate of the research. 

The main objective of applying the K-Means algorithm in order to divide customers into several 

segments, so that the level of potential of each customer was obtained and known (Widiyanto & Witanti, 

2021). The analysis here is carried out in two stages, namely RFM weighting to produce RFM weights 

where recency is an analysis based on recent transactions, frequency is the number of transaction events 

that have occurred, and monetary which is the total transaction costs that have occurred or been carried 

out. After that, it is collected by the K-Means method. The results of the evaluation of the system built 

found that customer clusters with BZ category values/fields had a percentage value of 54.3%, the MVC 

category of 21.8% and mgc of 23.9%. 

There are many methods that can be used in analyzing Customer Lifetime Value such as using 

embedding in scientific papers (Chamberlain, Cardoso, Liu, Pagliari, & Deisenroth, 2017) then analysis 

by utilizing deep neural networks in scientific (Wang, Liu, & Miao, 2019) and scientific works (Pollak, 

2021) but these methods are not appropriately used for certain data. On the other hand, the RFM method 

is often used in cases of Customer Lifetime Value analysis as in previous scientific papers as well as 

scientific papers (Rumiarti & Budi, 2017), (Alizadeh Zoeram & Karimi Mazidi, 2018), (Juniati, 

Monalisa, Zafa, & Muslim, 2020), (Christy, Umamakeswari, Priyatharsini, & Neyaa, 2021) and 
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Malang, 65125,  INDONESIA et al., 2019) and gets optimal results in conducting Customer Lifetime 

Value analysis by utilizing the RFM method and combined with other algorithmic methods (Brahmana, 

Mohammed, & Chairuang, 2020).  

Each customer has a different strategy in making purchases, promotions, and giving privilege. The 

first example is for example the existence of customers or customers who deliberately or often make 

large purchases because they have more funds or want to keep stock of goods. There are also types of 

customers or customers who make purchases only once in a period of three months directly in large 

quantities, for example for monthly stock, and some usually make timed purchases, for example in every 

certain period of time. This is often a scourge of problems for every business actor or company in 

carrying out customer maintenance and marketing their products. Therefore, knowing the potential and 

characteristics of each of their customers in purchasing products is important for the company. Customer 

segmentation itself requires companies to better understand the unique nature and character of their 

different customers and seek continuity so that they can divide them into specific clusters, so that 

companies can plan the right approach to each different customer segment (Adnyana & Sulastra, 2020). 

The RFM analysis model consisting of Recency, Frequency, Monetary can be interpreted as follows 

(Christy et al., 2021): 

a. Recency: Recency is a variable that is useful in measuring the value of customers based on the range 

of times of date, month and year of the current transaction (recently) in each customer to date. Keep 

in mind that the smaller the time range value, the greater the recency value. 

b. Frequency: Frequency is the second variable, which is a variable to measure the value of each 

customer based on the number of transactions that occur when the customer transactions in one 

period. Thus the greater the number of transactions, the greater the value of f. 

c. Monetary: The last variable in the RFM is Monetary, the Monetary variable is a variable that is useful 

for measuring customer value based on or referring to the amount of money spent by the customer 

in a certain period. The greater the amount of money spent by the customer, the greater the value of 

M. 

 

The clustering technique intends to group data into different segments with internal cohesion. 

Clustering is a process of grouping data into a number of clusters or groups that have similarities or 

similar characteristics for each data in existing groups (Department  of Informatics  Engineering,  

Widyagama University of Malang,  Jalan Borobudur no 35,  Malang, 65125,  INDONESIA et al., 2019). 

There are many algorithms that can be used to carry out the clustering process, including several: K-

Means, LVQ (Learning Vector Quantization), FCM (Fuzzy C-Means), and so on (Karaa & Dey, 2017). 

K-Means is an unsupervised machine learning algorithm where this algorithm aims to divide groups 

of data and find the continuity or continuity or similarity of data and is collected into 1 center, with the 

number of groups to be represented by variable K which means matching characteristics. The variable 

K is the number of groups that are cooled. To process K-Means algorithm data, it begins by selecting a 

random midpoint or centroid as the starting point in each group. Then carry out an iterative calculation 

process to optimize the position of the centroid until the centroid is in a stable state or the specified 

number of iterations has been met or achieved. Here are the stages of the K-Means Algorithm: 

1) The first stage is to determine the number of clusters by dividing and collecting data into clusters or 

groups or the like, which will make it easier for researchers to define patterns regarding the 

segmentation of transactions made by customers. 

2) The second stage is to determine the initial centroid point by means of a random retrieval of the data 

object used.  

3) The third stage is to measure the distance for each point of the data object used with the centroid 

point. 

a) The fourth stage is to obtain the proximity between two objects based on the distance between the 

two objects. This is also the case with the proximity of a data to a cluster or group which is 

determined by the distance between the data and the cluster center. At this stage it is also necessary 

to calculate the distance for each data to each cluster center. And keep in mind that the closest 

distance between a data and a certain cluster will determine which data is categorized into which 
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cluster. To calculate the distance from an object to a cluster or group using the Euclidean distance 

space formula as seen in Equation 1 (Ruli & Wuryanto, 2017). 

 

𝐷𝐿2(𝑥1, 𝑥2) = ‖𝑥2 − 𝑥1‖2 = √∑ (𝑥2𝑗 − 𝑥1𝑗)
2𝑝

𝑗−1   (1) 

Notes: 

• X1 = Data Object 

• X2  = Centroid 

• P  = Data Dimension 

• D = Distance 

 

b) The fifth stage is to re-determine the new centroid. To reassess the centroid can be done by 

calculating the median value of the current cluster membership. 

c) The sixth stage is to relocate all objects to the centroid as well as the closest group to the new 

centroid. This allocation is performed on all objects to the cluster or group closest to the new 

centroid. This process will continue to repeat until no more objects are migrating clusters. 

d) At this last stage, if there are no more objects that move clusters or groups then the clustering 

process can be declared complete. 

 

METHOD 

This research was conducted by applying a process that was divided into five stages including: Data 

Collection, Data Transformation and Data Set Preparation, Segmentation Implementation with RFM 

analysis, Implementation of the K-Means algorithm to create clusters or groups or the like and evaluation 

of results. Figure 1 shows the methodology used. 

 
Fig. 1 Research Steps 

 

In this research, the process begins with data collection, followed by integration, cleaning, and 

feature selection to prepare the dataset. Subsequently, the implementation of techniques like RFM 

(Recency, Frequency, Monetary) involves calculating scores, defining segments, and interpreting 

customer behavior. K-Means clustering requires selecting the number of clusters, initializing centroids, 

assigning data points, and iteratively updating centroids. Lastly, evaluation involves choosing metrics, 

performing cross-validation, comparing results, and visualizing patterns to determine the most effective 

approach for achieving research objectives. These steps collectively constitute a comprehensive data 

mining workflow, allowing researchers to uncover valuable insights and knowledge from complex 

datasets. Prototyping for the segmentation and clustering process as well as visualization of results is 

carried out using the Python programming language. 

 

RESULT 

Collecting Data Stage  
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The data used in this paper is revenue data for ISP companies in Indonesia in 2021. In the revenue 

data there are many columns but not all columns are used. The columns used are more like a list of 

internet subscribers, region, type of service, target market, billing period and billed amount of internet 

usage. ISP company's revenue dataset, there are about 266655 data lines and 5 market segments. 

 

Transformation & Preprocessing Data Stage  

At this stage the revenue data is normalized to return the data to the proper data type, for example 

the billing data in the dataset used here has a string or object data type which we should adjust to the 

proper data type, which is float and billing periods as datetime data type. then check the percentage of 

missing values for each data that will be used and perform cleaning. Figure 2. shows a graph of missing 

values or empty data for each entity in the dataset. this aims to see whether the entity that will be used 

for processing with the RFM method has a high missing value or not. In this study we will use several 

entities including curr (currency), cust_id (customer id), bill_mny (bill amount), bill_prd (billing 

period), Product_grp (product group), and market_segment (market segment). in Figure 2, we can see 

that the entity to be used does not have a high percentage of missing value. Furthermore, for entities that 

are not used and have a high missing value, we can drop them. and have a high missing value, we can 

drop them. 

 
Fig. 2 Missing Value Percentage 

 
Fig. 3 Data after Cleansing. 

 

After cleansing the dataset that has been prepared, the next step is to segment customers, this needs 

to be done in order to get more specific results, here is customer segmentation based on the business 

field of the customer. Segmentation is carried out by summing the most transactions carried out in each 

field. This process is shown in Figure 4. 
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Fig. 4 Customer Segmentation Graph 

 

RFM Implementation Stage  

Then in each field of the customer will be processed with the RFM analysis method. In this case, 

researchers used RFM for the largest transaction data, namely the Retail & Distribution Services (RDS) 

field with 104 customers. Technically, RFM analysis is done using the Lifetimes library. At this stage 

Lifetimes will create new data frames automatically based on the data-frames that have been prepared 

in advance. the data-frames generated with the Lifetimes library will produce output in the frequency, 

recency, T, and monetary columns. Where T is the age of the customer from the time of the first purchase 

to the end of the specified time period. Figure 5 is data-frame lifetimes. 

 

 
Fig. 5 Data-Frame Lifetimes 

 

After segmentation is carried out, it is continued by displaying the visualization of segmentation in 

the form of a graph in accordance with the provisions of the RFM analysis. The first graph is with the 

Recency approach visualized in Figure 6 (a). In Figure 6 (a), there are at least 45 customers who had the 

last transaction more than 300 days ago. The segmentation chart in terms of frequency approach 

visualized in Figure 6 (b). In figure 6 (b), there are at least 27 customers who have about 10 routine 

transactions every month (repeat orders). The segmentation chart is in a monetary approach visualized 

in Figure 6 (c). In figure 6 (c), there are more than 80 customers who have transactions under Rp. 10 

million, and less than 10 customers who have transactions over Rp. 60 million. 
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Fig. 6 Recency, Frequency and Monetary Segmentation Graph 

 

K-Means Implementation Stage  

After the segmentation data is obtained and can be visualized, the next stage is to group the data into 

clusters using the K-Means clustering algorithm. Algorithm cluster graph demotion in Python can be 

seen in Figure 7. 

First, find the number of clusters by determining how many centroids are used as a reference for 

grouping. Cluster selection is also done with the K-Means Elbow algorithm which is generated 

automatically by the model machine. The results of the elbow graph in Figure 8, then the number of 

clusters to be used is 4 clusters. This is based on the sharpest graphics drop. 

 

 
Fig. 7 Algorithm Cluster Graph Demotion using Python 

 

 
Fig. 8 Cluster Graph Demotion 

 

Then proceed with assigning clusters with the K-Means algorithm. Clusters are assigned to each 

segment approach on the RFM as seen in Figure 9. Each individual cluster score from each data to get 

an RFM score. The results of this process can be seen in Figure 10. The last step is to label each RFM 

score that has been obtained previously, then the consumer list table is obtained. The label given is 

adjusted to the customer level that has been used previously by the company, namely Silver, Gold, 

Platinum, and Diamond. Label of RFM Score can be seen in Figure 11. Then the cluster results are 

displayed into the form of a graph, thus producing a visual graph as shown in Figure 13. 

Recency	(days	since	last	
transaction)

T
o
ta
l	
C
u
s
to
m
e
r

Frequency	(total	transaction)
T
o
ta
l	
C
u
s
to
m
e
r

Monetary	(total	transaction	in	
million)

T
o
ta
l	
C
u
s
to
m
e
r

https://doi.org/10.33395/sinkron.v9i1.13024


 

 

Sinkron : Jurnal dan Penelitian Teknik Informatika 

Volume 8, Number 1, January 2024 

DOI : https://doi.org/10.33395/sinkron.v9i1.13024  

e-ISSN : 2541-2019 

 p-ISSN : 2541-044X 
 

 

*name of corresponding author 

 
This is anCreative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License. 313 

 

 
Fig. 9 Cluster Chosen 

 
Fig. 10 RFM Score 

 
Fig. 11 Label of RFM Score 

 

 
Fig. 13 Cluster Visualization 

Evaluation Stage  

In table 1 are the services or products that are most in demand, and the largest amount of revenue. 

Table. 1 The Most Popular Services and The Largest Amount of Revenue 

No 

of 

Order 

Services or Product 

of The Most Popular Services 

 No 

of 

Order 

Services or Product 

of The Largest Amount of Revenue 

1 High speed dedicated internet service  1 Transponder Full Time Use Services 

2 VPN IP Package  2 Support Network 

3 Service network package  3 Contact Center Application 

4 Standard Internet Services  4 Mobile Device Bundling & MDM 

5 Device Services   5 Ticketing Services 

6 Manage Service Device  6 VPN IP 

7 

Manage Service MRC 

 7 PayTV Advertising - Monthly Recurring 

Charges 

8 VPN IP Node  8 Device Services 

9 Wifi Internet Service Standard  9 Satellite based internet service 

10 Mobile Connectivity Service  10 Data Center / Cloud 
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DISCUSSIONS 

From the results obtained from the previous stage, of the 104 customers in the Retail & Distribution 

Services (RDS) sector, 4 segments resulted in 43 customers with Platinum class, 39 customers with gold 

class, 14 customers with silver class, and 8 customers with platinum level. with the following 

distribution characteristics. For the Diamond cluster, customers tend to have higher RFM values for the 

frequency attribute, in the gold cluster they are more likely to be on monetary attributes, in the silver 

cluster they are more likely to be on the recency attribute and in the bronze cluster they tend to be on 

the recency and frequency attributes with balanced results but with a lower monetary value. From the 

results of RFM analysis on retail data, it can be seen that the product 'High speed broadband internet' is 

most in demand by most customers, but not the largest amount of revenue. the largest amount of revenue 

comes from the fewest and rarest transactions, namely Transponder Full Time Use Services or satellite 

rental services. 

 

CONCLUSION 

From the results of the discussion, it can be concluded that the Retail & Distribution Services (RDS) 

segment produces 2 outputs. The first output that is generated is customer segmentation based on 

frequency, it is known that the product service 'High speed broadband internet' is the service that is most 

in demand and has the highest transaction frequency of all existing services. while in terms of the highest 

amount of revenue generated from all transactions comes from Transponder Full Time Use Services or 

satellite rental for several years. Then the second output that is generated is 4 clusters obtained from the 

results of customer segmentation as the figure 14. In this output it is known that cluster gold is the cluster 

with the highest number of subscribers. Members of the gold cluster tend to have monetary attributes, 

meaning customers in the gold cluster have bills with large values. In our opinion, if it is linked back to 

the case of ISP users, especially in the Retail & Distribution Services sector, customers in this cluster 

are willing to pay more to get better service. 
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