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Abstract: Soil fertility on an agricultural land is very influential with 

agricultural yields, where plants can grow well and fertile if nutrient intake 

is met. The purpose of this research is to improve the accuracy in predicting 

soil fertility by utilizing machine learning by combining two classification 

algorithms using soft voting methods in the classification of agricultural 

land fertility. In this research, one of the ensemble learning methods called 

soft voting is employed. Soft voting is used to enhance accuracy by 

optimizing the combination of algorithms based on the highest probability 

provided by each model. The Gaussian Naive Bayes algorithm is used to 

predict classes in the sample data based on the Gaussian distribution of 

numerical data, while the decision tree is utilized to predict classes by 

constructing a decision tree using soil content attributes for the 

classification of fertile or infertile soil. The use of the Gaussian Naive 

Bayes algorithm in identifying fertile and infertile soil based on existing 

attributes achieved an accuracy rate of 87.2%. The decision tree algorithm, 

based on decision tree modeling, helped identify important attributes for 

decision-making with an accuracy rate of 88.3%. The soft voting method 

played a crucial role in improving accuracy by combining both algorithms, 

resulting in an accuracy rate of 88.8%. Based on the accuracy results 

obtained, the use of soft voting optimization in predicting soil fertility has 

the highest accuracy because it combines the Gaussian naïve bayes 

algorithm and the decision tree algorithm. 

 

Keywords: Agricultural Agency, classification, decisiom tree, gaussian 

nave bayes, soft voting. 

 

INTRODUCTION 

 Soil fertility on an agricultural land is very influential with agricultural yields, where plants can 

grow well and fertile if nutrient intake is met. The difficult food needs and the large demand for food 

encourage to conduct this research, because with agricultural land that has fertile soil will provide 

abundant harvests. By utilizing computer science, especially data mining with machine learning in 

agriculture, it can determine soil fertility using algorithms as a classification and predict fertile or 

infertile soil. Soil fertility research is still very rarely done, so this research was conducted to provide 

the results of soil fertility classification and prediction. By utilizing optimization to increase accuracy 

using ensemble learning, ensemble learning is an optimization technique that aims to improve 

prediction performance by combining predictions from several models (Dong et al., 2020; Matloob et 

al., 2021; Zhou et al., 2021). There are several common ensemble learning methods, including 

bagging, boosting, stacking, and soft voting (Athar et al., 2021; Kumari et al., 2021; Taha, 2021). 
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 The Soft Voting method optimizes accuracy by combining the highest probability accuracy values 

from the Gaussian Naïve Bayes and Decision Tree algorithms which have never been used before. The 

Gaussian Naïve Bayes and Decision Tree algorithms are classification algorithms that can analyze 

data by extracting models and describing them according to data classes, making them suitable for 

analyzing soil fertility levels. The Gaussian Naïve Bayes algorithm excels at processing large-scale 

data, provides fast classification processing speed, and works well with datasets that have many 

features, especially numerical data that fits a Gaussian distribution. It can provide good results for 

binary classification (Kamel et al., 2019; Rafique et al., 2019; Wibowo et al., 2023). On the other 

hand, the Decision Tree algorithm has advantages in data optimization as it is easy to understand, 

generates decisions through a tree structure, and can provide accurate results for classification and 

regression tasks. It is robust to outliers and able to handle nonlinear data relationships (Ahmim et al., 

2019; Humbird et al., 2018; Patel et al., 2018). 

 The rationale for using the Gaussian Naïve Bayes and Decision Tree algorithms in this research is 

based on previous studies that have illustrated the success of these algorithms in various contexts. For 

example, a study highlighted the effectiveness of the Gaussian Naïve Bayes algorithm in making 

marketing strategy decisions by utilizing information systems technology and minimizing the existing 

problems by 71% (Valentinus et al., 2023). In addition, the application of data mining and Gaussian 

Naïve Bayes algorithm for cancer disease classification achieved 90% accuracy (Kamel et al., 2019). 

The Decision Tree algorithm has also been used to search surrogate statistical procedure data, to 

extract text, medical certified fields and also in search engines. with an accuracy of 92.36% (Sanjay et 

al., 2019). In the medical context, it is used in the diagnosis of liver diseases with 72.67% accuracy 

(Setiawati et al., 2019). Furthermore, it has been applied to the analysis of poverty levels in Indonesia 

with an accuracy of 88.6% (Kaunang, 2018). All of these previous studies inspired new research in the 

application of the Gaussian Naïve Bayes and Decision Tree algorithms to predict soil fertility on 

agricultural land. 

 Previous research has used the Gaussian Naïve Bayes algorithm (Jayachitra et al., 2021) and 

Decision Tree (Denny et al., 2019) separately for classification modeling regarding plant fertility. 

However, there has been no comprehensive research comparing the effectiveness of both algorithms 

by applying the Soft Voting method to optimize soil fertility classification accuracy. This research is 

expected to provide more comprehensive guidance on the use of Gaussian Naïve Bayes and Decision 

Tree algorithms for classification optimization using the Soft Voting method where there is an 

increase in accuracy values, as well as a better understanding of when and how to use these methods 

more effectively in different contexts. The main difference of this research compared to previous 

research is the combination of the two algorithms with the Soft Voting method resulting in higher 

accuracy. 

 This research aims to provide farmers and land managers with better information for decision-

making regarding land use, resource utilization and sustainable agricultural practices through soil 

fertility assessment. In addition, the contribution of this research can help reduce environmental 

damage by avoiding excessive use of fertilizers or pesticides. Therefore, this research has important 

value in supporting more efficient and sustainable agriculture. Besides, in reality, Agricultural 

Extension Agencies and Agricultural Offices in an area still perform soil fertility classification 

manually. This involves physically visiting the land for inspection, using agricultural science 

expertise, and performing manual calculations to determine soil fertility. This research plays a role in 

assisting soil fertility classification through the utilization of machine learning. 

 

LITERATURE REVIEW 

 Research using classification algorithms has been conducted extensively in various contexts. The 

Gaussian Naive Bayes algorithm is used in marketing strategy decision-making by leveraging 

information system technology and minimizing existing issues (Valentinus et al., 2023). The Gaussian 

Naive Bayes algorithm is applied in cancer disease classification (Kamel et al., 2019). The Decision 

Tree algorithm is used to find substitute statistical procedure data, to extract text, in certified medical 

fields, and also in search engines (Sanjay et al., 2019). The Decision Tree algorithm is employed in 

liver disease diagnosis (Handayani et al., 2019; Setiawati et al., 2019). Combining two or more 
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optimized classification algorithms using the soft voting method for soil fertility is still relatively 

uncommon, where soil fertility is a critical aspect in agriculture that directly affects crop productivity 

and harvest yields. Therefore, research to optimize soil fertility has a significant impact on modern 

agriculture. In this context, classification methods have become valuable tools for analyzing and 

classifying soil fertility. One intriguing approach is the soft voting method, which combines various 

classification algorithms to enhance prediction accuracy (Islam et al., 2019; Karlos et al., 2020; Salur 

et al., 2022; Saqlain et al., 2019). In previous studies, various classification methods have been used, 

including Gaussian Naive Bayes and Decision Tree.  

 Gaussian Naive Bayes is a classification algorithm based on Bayes' theorem and is suitable for 

classification problems with numeric attributes (Jayachitra et al., 2021; Rafique et al., 2019). On the 

other hand, Decision Tree is a classification model that understands the relationships between 

attributes in data and is used to make decisions based on the constructed decision tree (Pasha et al., 

2023; Pratama et al., 2022). The soft voting method combines the outputs of multiple classification 

algorithms to improve accuracy (Kumari et al., 2021; Verma et al., 2023). Previous research has 

shown that combining Gaussian Naive Bayes and Decision Tree using the soft voting method can 

produce more accurate predictions regarding soil fertility. This study will further investigate this 

method and consider ways to enhance prediction quality through the improved utilization of these 

algorithms in the context of soil fertility. Thus, this literature review will examine the theoretical 

foundations and contributions of previous research in the field of soil fertility optimization 

classification using the soft voting method, with a particular focus on the use of Gaussian Naive Bayes 

and Decision Tree as its primary components. 

 

METHOD 

 
Figure 1. Research Flow Diagram 

Datasets 

In this study, the data used data obtained from the Grobogan District Agriculture Office regarding 

soil fertility, where the soil contains various nutrient elements. The research utilizes a total of 5,000 
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records, comprising 2,520 records of fertile soil and 2,480 records of infertile soil, with 16 attributes 

and 2 class labels. This data is related to the values of nutrient elements contained in the soil, and there 

are also parameters that determine whether the soil is fertile or infertile. For data specifications, please 

refer to the following table 1. 

Table 1. Data 

Data Class Attribute Record 

Agricult

ure 
2 

16 5.000 

 

The attributes consist of variables with specifications as follow table 2. 

 

Table 2. Agricultural Data Attributes 

 Varia

ble 

Attribute Data 

Type 

 Input pH 

EC 

OC 

OM 

N 

P 

K 

Zn 

Fe 

Cu 

Mn 

Sand 

Silt 

Clay 

CaCO3 

CEC 

Numeri

c 

Numeri

c 

Numeri

c 

Numeri

c 

Numeri

c 

Numeri

c 

Numeri

c 

Numeri

c 

Numeri

c 

Numeri

c 

Numeri

c 

Numeri

c 

Numeri

c 

Numeri

c 

Numeri

c 

Numeri

c 

 Outpu

t 

Fertile/Non 

Fertile 

Binary 

 

Pre-processing 
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Data preprocessing is an important stage in analyzing data. Where in preprocessing there are three 

stages, namely: 

 

Mapping is the process of converting data from binary to numeric form. Data format before the 

mapping, can be seen in table 3. 

 

Table 3. Data Before Mapping 

 pH 
EC OC O

M 

N P K Zn F

e 

C

u 

Mn San

d 

Silt Cla

y 

CaCO

3 

CE

C 

Output 

0 

1 

9.4

4 

7.2

4 

0.7

0 

0.0

2 

0.0

2 

0.0

5 

0.1

6 

0.1

7 

160 

89 

30.90 

22.83 

181 

112 

1.1

3 

0.6

7 

4.

7 

4.

9 

0.5

1 

0.3

4 

1.

3 

0.

5 

86.

3 

96.

2 

7.2 

8.4 

11.

6 

5.5 

13.59 

3.42 

7.7

1 

5.0

8 

Fertile 

Non 

Fertile 

 

The binary nature of the class labels in the data needs to be converted into numeric form using a 

mapping command, similar to the one shown in Figure 2. 

 

 
Figure 2. Mapping Process 

Data format after the mapping is done, can be seen in table 4. 

 

Table 4. Data After Mapping 

 pH 
EC OC O

M 

N P K Zn F

e 

C

u 

Mn Sa

nd 

Silt Cla

y 

CaCO

3 

CE

C 

Output 

0 

1 

9.4

4 

7.2

4 

0.7

0 

0.0

2 

0.0

2 

0.0

5 

0.1

6 

0.1

7 

160 

89 

30.9

0 

22.8

3 

181 

112 

1.1

3 

0.6

7 

4.

7 

4.

9 

0.5

1 

0.3

4 

1.

3 

0.

5 

86.

3 

96.

2 

7.2 

8.4 

11.

6 

5.5 

13.59 

3.42 

7.7

1 

5.0

8 

1 

0 

 

Data balancing is a technique used to overcome data imbalance, so unbalanced data needs to be 

balanced to ensure the model is not biased between minority data and majority data. 
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Figure 3. Data Balancing 

 

• Data Standar Scaler is the process of rescaling and redistributing data to have a mean of zero 

and a standard deviation of one. 

 

 
Figure 4. Data Standar Scaler 
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Gaussian Naïve Bayes Algorithm Classification 

Gaussian Naive Bayes is a classification algorithm used to predict the category or class of a sample 

based on the Gaussian (normal) distribution of numerical features. Equation (1) in the Gaussian Naïve 

Bayes Classifier. 

 

P(y | x1, x2, ..., xn) = 
𝑃(𝑦)•𝑃(𝑥_1 | 𝑦)•𝑃(𝑥_2 | 𝑦)• ...•𝑃(𝑥_𝑛 | 𝑦)

𝑃(𝑥_1)•𝑃(𝑥_2)• ...•𝑃(𝑥_𝑛)
        

(1) 

 

Where is the formula for equation (1) : 

P(y | x1, x2, ..., xn) = The probability of class y given features x1, x2, ..., xn. 

P(y)    = The prior probability of class y. 

P(xi | y)   = The probability of feature xi within class y. 

P(x1) • P(x2) • ... • P(xn) = The joint probability of all features. 

 

The collection of training datasets consists of features and corresponding labels or categories. This 

algorithm calculates the prior probability P(y) for each class, which indicates how often each class 

appears in the training dataset. Next, the algorithm estimates the Gaussian distribution P(xi | y) for 

each feature x_i within each class y. This involves calculating the mean and standard deviation for 

each feature within each class. When it's time to make predictions for unknown samples, the algorithm 

calculates the probability P(y | x1, x2, ..., xn) for each class y and then selects the class with the 

highest probability as the prediction. The Gaussian Naive Bayes model can be evaluated using metrics 

such as accuracy, precision, and recall to measure how well the model performs classification on test 

data. 

 

Decision Tree Algorithm Classification 

 A Decision Tree is a predictive model that represents decision flow as a tree. This tree is used to 

make decisions based on input data characteristics. Each node on the tree represents a search on a data 

entity, each branch represents the outcomes of that search, and each leaf represents a label or 

prediction value. The goal is to divide the input data into smaller subsets to make accurate decisions or 

predictions. A Decision Tree begins by selecting the best feature when splitting nodes based on 

impurity measures. The feature with the lowest impurity measure is chosen. Data is divided into two 

subsets based on the selected best feature's value. 

 This process is carried out recursively for each subset until a stopping condition is met, such as 

reaching the maximum depth or the minimum number of samples in a node. The process of selecting 

the best feature and splitting data continues until a complete decision tree is formed, encompassing all 

decisions and predictions. When new input data arrives, it traverses the decision tree starting from the 

root node to a leaf node. At each node, a functional test is performed, and the data is passed to one of 

the branches based on the test result until it reaches a leaf node that yields a label or prediction value. 

 

Soft Voting Method 

 The Soft Voting ensemble method combines predictions from multiple models by assigning 

weights to these predictions based on the probabilities provided by each model. The final result is 

obtained by calculating the weighted average or maximum likelihood of the prediction probabilities. 

The first step is the collection of training datasets, which contain features and corresponding labels or 

categories. Next, several different classification models, such as Gaussian Naive Bayes and Decision 

Tree, are created. Each model is trained using the same training dataset. 

 The way the soft voting algorithm works is that the gaussian naïve bayes and decision tree 

algorithms make predictions from the same dataset. Give weight to the prediction probability of each 

model according to the level of confidence in the model. After weighting, combine the prediction 

results obtained for the final prediction by taking the average of the prediction results. The soft voting 

method works by predicting the probability of a particular class from the consideration of the weights 

obtained from each model. 

https://doi.org/10.33395/sinkron.v9i1.13159
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Evaluate the Results Using a Confusion Matrix 

 In classification testing use an evaluation method called a confusion matrix to assess the extent to 

which the created classification model can be utilized. The confusion matrix allows us to see the 

comparison between the classification results produced by the algorithm and the actual data in the 

form of a matrix table, as shown in Figure 2. Confusion Matrix. 

 

 
Figure 3. Confusion Matrix 

 By using a confusion matrix, we can measure the performance of a classification algorithm more 

comprehensively and gain a better understanding of how effective the model is in predicting the 

correct category or class for the given data. Within the confusion matrix, we can calculate the 

accuracy, precision, and recall values of the algorithm used. Accuracy represents the correct prediction 

rate of all the data used. 

 

Accuracy  = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
       (2) 

 

The precision value represents the true positive predictions compared to the total positive predictions. 

 

Precision  = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
         (3) 

 

The recall value represents the true positives divided by the total number of samples that should be 

positive. 

 

Recall  = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
         (4) 

 

RESULT 

The use of machine learning in the process of classifying fertile and infertile soil uses the Gaussian 

naïve bayes algorithm and the decision tree algorithm, to improve the performance results of these 

algorithms, soft voting optimization is used by combining the two algorithms. As explained above, the 

research has data input in the form of 16 attributes where all of them are elements contained in the soil 

that affect fertility. The output of this research is to predict whether the soil is fertile or infertile with 

data consisting of 16 attributes. The final results of this study are described in the analysis of the best 

classification results using optimization, where the highest accuracy results are obtained than the use 

of a single model. 

Gaussian Naïve Bayes Algorithm 

The search for accuracy values using this algorithm should have already undergone data 

equalization and standardization to avoid errors when calculating accuracy. It is essential to ensure a 

balanced representation of fertile and infertile soil data. The algorithm's classification process involves 

taking the available attributes as input, and calculating the probability of membership in each soil 
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fertility class. The final step is to assign the label of the class with the highest probability as the 

classification decision. The Gaussian Naïve Bayes algorithm, in performing machine learning 

classification, takes in training data to learn from, which is then used to make predictions on 

previously unseen test data. The prediction results can be used to measure the model's performance 

and make decisions based on those predictions. 

 

Table 5. Accuracy Gaussian Naive Bayes Algorithm 

Algorithm 
Accur

acy 

Gaussian Naïve 

Bayes 
87.2% 

 

Decision Tree  Algorithm 

In seeking accuracy values, this algorithm follows similar steps to Gaussian Naïve Bayes, where 

data equalization and standardization should have already been performed to avoid errors in accuracy 

calculation. This algorithm utilizes soil content attributes to construct a decision tree and make 

classification decisions by following a series of decisions based on features that yield the highest 

confidence level label classes, such as classifying soil as fertile or infertile. The decision tree 

algorithm in machine learning classification trains a decision tree model with training data and then 

uses it to make predictions on testing data. The prediction results can be used to assess the model's 

performance and make decisions based on those predictions. 

 

Table 6. Accuracy Decision Tree Algorithm 

Algorithm 
Accur

acy 

Decision Tree 88.3% 

 

Gaussian Naïve Bayes + Decision Tree + Soft Voting 

After both algorithms have performed classification, we will combine them using the soft voting 

method. Soft Voting involves merging predictions from multiple machine-learning models and 

selecting the final predicted class based on the average probabilities of the models. By combining 

different algorithm models that may have different strengths and weaknesses, we aim to make overall 

predictions that are more robust and accurate. 

 

Table 7.Accuracy Gaussian Naive Bayes + Decision Tree + Soft Voting 

Algorithm 
Accurac

y 

Gaussian Naïve Bayes + 

Decision Tree + Soft 

Voting 

88.8% 

 

It can be understood that this program creates an ensemble of models consisting of Decision Trees 

and Gaussian Naïve Bayes models, and then trains this ensemble using training data. Ensemble 

learning is frequently used to enhance model performance by combining different machine learning 

methods. 

Comparison of algortithm usage and optimization additions 

From each algorithm and the soft voting method, their performance can be evaluated using a 

confusion matrix, which can be observed in the figure 5. 
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Figure 5. Confusion Matrix 

The classification results using the Gaussian naïve bayes algorithm, decision tree algorithm, and 

also the use of soft voting optimization by combining the Gaussian naïve bayes and decision tree 

algorithms can be seen in table 5. 

 

Table 8. Accuracy, Precision, and Recall 

Algorithm 
Gaussian Naïve 

Bayes 

Decision 

Tree 

Gaussian Naïve Bayes + Decision Tree + 

Soft Voting 

Accuracy 

Precision 

Recall 

87.2% 

87.3% 

86.6% 

88,3% 

85.9% 

90.4% 

88.8% 

86.9% 

90.7% 

 

From the classification results in table 12, it can be seen that the classification results with the soft 

voting optimization process get the highest value compared to the use of a single algorithm model. 

 

Analysis of the best classification results using optimization 

The application of the soft voting method in this study provides the best results, because it obtains 

the highest accuracy, precision, and recall on fertile soil classification than the use of a single 

algorithm model without optimization. Based on the research and classification testing results, an 

accuracy value of 88.8% was achieved with the use of the Soft Voting optimization method. The 

accuracy of the Gaussian Naive Bayes and Decision Tree classification algorithms increased by 0.5%, 

with Gaussian Naïve Bayes achieving 87.2% accuracy and Decision Tree achieving 88.3% accuracy. 

Can be seen in Figure 6. 
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Figure 6. Comparison Accuracy, Precision, and Recall 

 

DISCUSSIONS 

 

 Evaluation using the confusion matrix revealed different average precision and recall values for the 

Gaussian Naive Bayes and Decision Tree algorithms, as well as for the Soft Voting method. Based on 

these results,  the addition of Soft Voting optimization to the Gaussian Naive Bayes and Decision Tree 

algorithms has an impact on accuracy, precision, and recall values. The use of the Naive Bayes 

algorithm is not effective when dealing with complex data, as this independence assumption can 

become unrealistic. In textual data, words are often interrelated and have complex contextual 

dependencies. Naive Bayes does not handle such dependencies well. The use of the Decision Tree 

algorithm is more effective when dealing with complex data because it is more flexible in handling 

highly complex data or closely related attributes. In this study, it is not relevant for highly complex 

data, and there is a performance anomaly between the Gaussian Naive Bayes and Decision Tree 

algorithms. This is a concern as it may affect the accuracy values in this research. 

 

CONCLUSION 
 

The research involves building a soil fertility classification modeling system using Gaussian Naïve 

Bayes and Decision Tree algorithms with the Soft Voting method. Based on the performance results, 

the accuracy rate of the Gaussian Naïve Bayes algorithm was found to be 87.2%, the Decision Tree 

algorithm had an accuracy rate of 88.3%, and the combined accuracy of both algorithms using the Soft 

Voting method reached 88.8%. This was achieved using a dataset comprising 5,000 data points, 

consisting of 2,520 fertile soil samples and 2,480 infertile soil samples. The findings of this research 

have a positive impact on the understanding of soil fertility and can be utilized by farmers and land 

managers to make more informed decisions regarding agricultural land management. Furthermore, this 

soft voting method can be applied in various other data analysis fields to enhance prediction accuracy. 

Thus, this research holds significant implications in supporting more efficient and sustainable 

agriculture and in advancing data analysis methods. 
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