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Abstract: The Kanji characters are essential elements in the Japanese language. 

In the current era of globalization, improved access to technology capable of 

recognizing Kanji characters can support cross-cultural communication, 

facilitate trade, education, and the exchange of information worldwide. Based on 

these reasons, the development of models capable of identifying Kanji characters 

is currently a crucial focus, considering that Japan is one of the destination 

countries for cultural exchange, education, trade, and various other fields in 

Indonesia.This research explores the training outcomes of the Convolutional 

Neural Network (CNN) algorithm applied to Kanji character recognition. It 

employs a CNN architecture with 10 layers for recognizing digital image of 

Kanji characters from N5 to N1 levels. The training of the CNN model reveals 

varying accuracies, influenced by factors such as architecture, training data 

size, and data quality. The lowest accuracy, occurring at the beginning of 

training, highlights challenges like poor random weight initialization and 

suboptimal architecture. Conversely, the highest accuracy demonstrates the 

optimal predictive ability of the model after multiple training iterations. The 

iterative training process refines the model's accuracy over time, with initial 

challenges paving the way for a better understanding of the data for future 

improvements. In the subsequent analysis and system development phase, two 

algorithms are compared to assess the effectiveness of the CNN algorithm in 

Kanji character recognition. Testing is conducted at various complexity 

levels to systematically evaluate accuracy. This testing involves complexity 

levels at each Kanji character level to assess system accuracy. The developed 

model shows potential for real-time classification of Kanji characters, with a 

focus on error rate and accuracy during training and testing. The built model 

can essentially be used to evaluate the ability to recognize Kanji characters 

effectively. The model's performance can be assessed based on the error rate 

and accuracy achieved during the training and testing processes. Based on 

the CNN training that has been conducted, a training accuracy of 0.6944 and 

a validation accuracy of 0.6250 were obtained. These results indicate a good 

identification performance; however, there is still a limitation in identifying 

Kanji characters with high similarity. 
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INTRODUCTION 

Kanji characters are ideographic symbols with meaning and narratives embedded in each of their 

components (Ambarastuti & Savitri, 2021). Essentially, Kanji characters use symbols to convey specific 
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meanings. In the Japanese language, Kanji is considered challenging, both when standing alone and 

when combined with other Kanji characters, as the resulting meanings can vary. 

With technological advancements, the difficulty in identifying and classifying Kanji characters can 

be automated using computer devices. By utilizing digital image media, computers can identify Kanji 

characters within those images. Computer vision is a field of study that can fulfill this need. 

The identification or classification of objects in digital images using computer vision involves 

several stages and models. Models used in the process of identifying and classifying objects in digital 

images can range from simple mathematical equations to artificial neural networks. With the 

development of artificial intelligence technology, artificial neural networks have been widely applied 

compared to other classification models. Some research on identifying letters in digital images, such as 

that conducted by Riyadi et al., exploring the recognition of Latin letters using backpropagation (Riyadi, 

et al., 2021), has shown reasonably good results, albeit within a controlled environment. Similar findings 

are observed in research by Setiani, who also employed backpropagation but focused on a different set 

of letters, specifically the hiragana script (Setiani, 2020). 

The classification of Kanji characters using artificial neural networks continues to evolve with the 

emergence of new methods in the field. For instance, Vo and Truong applied ANFIS to Kanji character 

classification (Vo & Truong, 2021). Adole et al. applied RCNN Inception ResNet V2 to handwritten 

Kanji character classification, achieving a commendable accuracy of 85% recognition of available Kanji 

characters (Adole, et al., 2020). Despite the relatively high accuracy, Adole et al.'s research was 

conducted in a controlled environment similar to previous studies, limiting its application in real-world 

or scene image environments. 

Convolutional Neural Network (CNN) is a model that combines convolutional operations and 

artificial neural networks, consisting of several convolutional sub-stages aimed at feature extraction to 

be used as input for the neural network (Li, et al., 2021). CNN has been widely applied in the 

classification of objects in digital images. In the case of letter identification, several studies have applied 

CNN, yielding satisfactory identification results under specified conditions (Bora, et al., 2020). This 

study will apply CNN to Kanji character identification, following a similar approach to previous 

research using CNN but with the potential for application in real-world or scene image environments. 

 

LITERATURE REVIEW 

The Japanese language recognizes three types of writing: kanji (漢字), kana (仮名), and Latin letters 

(ローマ字). Kana and Latin letters represent sounds. Kana represents syllables or more, while Latin letters 

represent phonemes. On the other hand, kanji characters represent words or morphemes and meanings 

(ideographs). In other words, each kanji character not only represents a sound but also conveys the 

meaning of the written word. Kanji plays a crucial role and can be considered the "backbone" of Japanese 

vocabulary. Without kanji, it would be challenging to interpret vocabulary. Conversely, with kanji, we 

can understand the meaning of a word precisely, reducing the risk of misinterpretation. 

Kanji is a system of written characters or Hanzi script used in the Japanese language. These Kanji 

characters are adapted from Chinese Hanzi characters and comprise a vast number, exceeding 50,000 

characters. Each Kanji character holds a distinct meaning and pronunciation, serving the purpose of 

writing words in Japanese. The significance of Kanji characters in the Japanese language is paramount, 

as many Japanese words incorporate these characters. Therefore, it is crucial for learners of the Japanese 

language to have a thorough understanding of Kanji characters. To study Kanji characters effectively, a 

foundational grasp of the meaning and pronunciation of each character, as well as recognition of its 

written form, is essential. Learning Kanji characters also involves understanding their usage in words 

and phrases, as well as employing them appropriately within specific contexts. 

Machine Learning is an algorithm that processes data, learns from it and applies what it has learned 

to make decisions. Deep Learning is a subset of Machine Learning designed to continuously analyze 

data with a logical structure similar to how humans make decisions. Convolutional Neural Network 

(CNN) is one of the Deep Learning methods used for detecting and recognizing objects in digital images. 

CNN's ability is claimed to be the best model for solving Object Detection and Object Recognition 

problems. In 2012, research on CNN showed the capability of digital image recognition with accuracy 

rivaling that of humans on specific datasets . 
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Initially, Convolutional Neural Network (CNN) was developed by a researcher named Kunihiko 

Fukushima at NHK Public Japan Broadcasting Science Research Laboratories in Tokyo, Japan, under 

the name NeoCognitron (B. K. Triwijoyo, 2020). In a study conducted by Shobhit Bhatnagar from the 

Indian Institute of Technology Patna, a comparison was made between the CNN algorithm and the 

Support Vector Classifier (SVC) algorithm for fashion product classification. The research revealed that 

the CNN algorithm had a higher accuracy rate compared to SVC, with respective figures of 91.17% for 

CNN and 89.70% for SVC. 

Another study conducted by Tjokorda Agung Budi used Random Forest as an alternative method in 

recognizing Hangul’s Korean character in his thesis. Random Forest can accept various types of input 

data and produce good accuracy values. The test results of Random Forest with 10 trees and projection-

based feature extraction were able to classify Hangul syllables based on KS5602 very effectively. 

 

METHOD 

Convolutional Neural Network (CNN) is a deep learning architecture method designed for processing 

structured grid data, such as images. It is particularly powerful in tasks related to computer vision, image 

recognition, and pattern detection. The CNN architecture is characterized by several key components: 

 

Convolutional Layers: 

Convolutional layers are the core building blocks of CNNs. 

They use convolutional operations to detect patterns, features, or objects in the input data. 

These layers have learnable filters or kernels that slide over the input to perform convolutions. 

 

Pooling Layers: 

Pooling layers follow convolutional layers. 

They reduce the spatial dimensions (width and height) of the input volume. 

Common pooling operations include max pooling and average pooling. 

 

Activation Function: 

Activation functions introduce non-linearity to the network. 

Common activation functions include ReLU (Rectified Linear Unit) to add non-linearity to the model. 

 

Fully Connected Layers (Dense Layers): 

Fully connected layers connect every neuron in one layer to every neuron in the next layer. 

They are typically found towards the end of the network and are responsible for making predictions based 

on the learned features. 

 

Flattening: 

Before the fully connected layers, the 2D feature maps are flattened into a 1D vector. 

This prepares the data for input into the dense layers. 

 

Dropout: 

Dropout is a regularization technique used to prevent overfitting. 

During training, random neurons are "dropped out" or ignored, forcing the network to learn more robust 

features. 
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Fig. 1 CNN Step in Kanji Recognition 

 

1. Dataset Selection: Choose a dataset that includes Kanji characters from levels N5 to N1. Ensure 

the dataset covers a variety of characters, has adequate image resolution, and clear labels for each 

character. 

2. Data Preprocessing: Preprocess the dataset by normalizing images, resizing them to a consistent 

size, converting them to a format suitable for the CNN model (e.g., array format), and splitting the 

dataset into training, validation, and testing sets. 

3. CNN Architecture Design: Select or design a CNN architecture suitable for Kanji character 

recognition. This involves determining the number of layers, types of layers (convolutional, 

pooling, fully connected), activation functions, and other parameters. 

4. Model Training: Use the training data to train the CNN model. Conduct the training process 

iteratively to adjust weights and optimize the model. Evaluate the model using validation data to 

monitor performance during training. 

5. Validation and Testing : Use validation data to fine-tune the model's hyperparameters, such as 

learning rate, number of layers, or batch size, aiming to improve the model's performance and 

prevent overfitting. After training, test the model using separate testing data. Evaluate the model's 

performance based on relevant metrics such as accuracy. 

6. Results Analysis: Analyze the testing results to understand the model's strengths and weaknesses. 

Identify characters that are difficult to recognize and factors influencing their recognition. 

 

The typical CNN architecture follows a pattern of alternating convolutional and pooling layers, 

followed by fully connected layers. This hierarchical structure enables the network to learn increasingly 

complex features in the input data. CNNs have been highly successful in various image-related tasks, 

including image classification, object detection, and image segmentation. Their ability to automatically 

learn hierarchical features makes them well-suited for tasks where understanding spatial hierarchies is 

crucial. The CNN architecture used in this research consists of 10 layers, comprising 3 convolutional 

layers, 3 sample-based discretization process layers, 1 matrix transformation layer, 1 dropout layer, and 

2 neural network layers. 

https://doi.org/10.33395/sinkron.v9i1.13176
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Fig. 2 The architecture of the CNN layers 

 

Fig. 3 CNN Models 

 

Training Results: 

The lowest and highest accuracies obtained during the training of a Convolutional Neural Network 

(CNN) algorithm on a dataset can vary significantly depending on various factors, including the CNN 

architecture used, the size of the training data, data quality, and many other factors. However, in a 

general context, here is a brief explanation of the concepts of lowest and highest accuracy in the training 

of a CNN model: 

 

Lowest Accuracy: 

a. Lowest accuracy is the lowest level of accuracy achieved by the CNN model during the training 

process. 

b. This typically occurs at the beginning of training when the CNN model has not learned well, 

and its predictions are highly inaccurate. 

c. The lowest accuracy can be caused by various issues such as poor random weight 

initialization, inappropriate training data, or an ill-suited architecture. 
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Highest Accuracy: 

a. Highest accuracy is the highest level of accuracy achieved by the CNN model during the training 

process. 

b. It reflects the best accuracy level that the CNN model can achieve on a specific training dataset 

after multiple training iterations. 

c. The highest accuracy reflects the CNN model's ability to understand patterns in the data and 

make accurate predictions. 

 

 

Fig. 4 The training process of the CNN model 

 

The training process of a CNN model typically involves many iterations in which the model's weights 

and parameters are updated repeatedly. The model's accuracy usually improves over time during 

training, and the lowest accuracy typically occurs at the beginning of training before the model begins 

to better "understand" the data. 

 

Fig. 5 Accuracy Curves of the CNN model 
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Fig. 6 Model Testing 

 

Fig. 7 Results of Model Testing 

 

Analysis and System : 

After the analysis and design phase, system development is carried out as an implementation to assist 

in testing the comparison of the two algorithms in determining the capability of the CNN algorithm in 

Kanji character recognition. Testing of the system is conducted to assess the system's accuracy and to 

test the dataset created earlier. Testing is conducted at each level of complexity of Kanji character 

writing and recognition, ranging from N1 to N5. 

Based on the test results in Table 1, it is stated that 3 out of 5 Kanji characters can be identified well, 

while the other 2 characters are not suitable. This proves that the achieved results for detecting highly 

complex characters, especially at the N1 level, are good. 
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Table 1 Testing Kanji Class N1 

 

No. Image Classification Result 
Classification Class 

Status 

 

1 

 

 

[9.13352743e-02, 7.77138323e- 

02, 4.41067159e-01,2.9396766 

4e-01, 9.59159955 e-02] 

N-3 Not Suitable 

 

2 

 

 

[9.59772348e-01, 1.60438716e-

0 2, 2.09313314e-02, 

2.84979143e 

-03, 4.02639766e-04] 

N-1 Suitable 

 

3 

 

 

[7.32099354e-01, 4.13436778e-

0 2, 1.63245663e-01, 

4.41338122e 

-02, 1.91775728e-02] 

N-1 Suitable 

 

4 

 

 

[9.90580618e-01, 7.54061970e-

0 4, 6.60583237e-03, 

2.04625283e 
-03, 1.31864190e-05] 

N-1 Suitable 

 

5 

 

 

[3.22310597e-01, 5.22377789e-

0 2, 3.58650893e-01, 

1.50479525e 

-01, 1.16321169e-01] 

N-3 Not Suitable 

 

RESULT 

The model built can essentially be used to assess the ability to recognize Kanji characters effectively. 

The model's performance can be evaluated based on the error rate and accuracy achieved during the 

training and testing processes. In the next stages, it is expected that this model can be implemented in an 

application capable of real- time Kanji character classification. 

1. Model Training Process: 

a. The model training process involves using training data (examples of Kanji characters) to teach 

the model to recognize these characters. 

b. During training, the model undergoes repeated iterations where its weights and internal 

parameters are updated with the goal of reducing prediction errors and improving accuracy. 

c. The accuracy level of the training data can provide initial insights into how well the model can 

recognize the Kanji characters used in the training process. 

2. Model Testing Process: 

a. After training, the model is tested on a separate dataset that was not used during training (testing 

data). This is done to evaluate how well the model can generalize and classify Kanji characters it 

has never seen before. 

b. The accuracy rate and error rate on the testing data provide a better understanding of the model's 

performance in real-world situations beyond the training data. 

3. Implementation in a Real-time Application: 

a. Once the model is well-trained and achieves adequate accuracy, it can be integrated into an 

application that allows users to classify Kanji characters in real-time. 

b. This application can accept input in the form of Kanji character images and use the model to 

quickly and accurately identify these characters. 

c. The classification results provided by the model can be displayed to users in real-time, 

enabling users to detect and identify Kanji characters with the assistance of technology. 

https://doi.org/10.33395/sinkron.v9i1.13176


 

 

 

 

 

 

Sinkron : Jurnal dan Penelitian Teknik Informatika 

Volume 8, Number 1, January 2024 

DOI : https://doi.org/10.33395/sinkron.v9i1.13176   

e-ISSN : 2541-2019 

 p-ISSN : 2541-044X 
 

  

*name of corresponding author 
  

 
This is an Creative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License. 304 

  

The accuracy levels obtained from the training results can be observed, where in the first iteration, an 

accuracy of 0.1111 was achieved, and it continued to increase in each epoch, resulting in an accuracy of 

0.6944. Based on the conducted testing, an accuracy of 72% was obtained, with several Kanji characters 

being well-recognized. 

In the research on Kanji character recognition using a Convolutional Neural Network (CNN) model, 

several challenges may be encountered including the availability of adequate data, the need for 

significant computational resources, complex image processing techniques, and thorough evaluation 

and validation. Additionally, interpreting research results is also a crucial aspect to consider. All of 

these challenges must be handled carefully to ensure the success of the research and effective 

implementation in real-world applications. 

As for the Kanji character data itself, it is obtained by directly writing each character at each Kanji 

level in digital form. Meanwhile, the computational resources available to the researcher are limited to 

a laptop with sufficient computing power, which results in a relatively lengthy training process for the 

dataset. 

 

DISCUSSIONS 

In the research on Kanji character recognition using a Convolutional Neural Network (CNN) model, 

several challenges may be encountered including the availability of adequate data, the need for significant 

computational resources, complex image processing techniques, and thorough evaluation and validation. 

Additionally, interpreting research results is also a crucial aspect to consider. All of these challenges must 

be handled carefully to ensure the success of the research and effective implementation in real-world 

applications. 

As for the Kanji character data itself, it is obtained by directly writing each character at each Kanji level 

in digital form. Meanwhile, the computational resources available to the researcher are limited to a laptop 

with sufficient computing power, which results in a relatively lengthy training process for the dataset. 

 

CONCLUSION 

The study's outcomes reveal the model's effectiveness in recognizing Kanji characters, with a focus 

on error rates and accuracy across various testing scenarios. Future implementation in real-time 

applications is envisioned, building upon the well-trained model. The training process, characterized by 

iterative weight adjustments, results in enhanced accuracy over time, overcoming initial challenges. 

Acknowledging challenges such as limited data and computational resources, the research establishes a 

foundation for advanced Kanji character recognition technology. The model's potential for practical 

applications invites further exploration and refinement. Discussions emphasize the importance of careful 

handling of challenges for successful real-world implementation, positioning the research as a valuable 

contribution to the evolving landscape of Kanji character recognition. 

In the context of the Convolutional Neural Network (CNN) training, the obtained results provide 

insights into the model's performance. The training accuracy of 0.6944 indicates how well the model 

learned from the training dataset. This value suggests that, during the training process, the model 

correctly predicted the outcomes for nearly 69.44% of the data it was exposed to. 

The validation accuracy, which is another critical metric, is recorded at 0.6250. This metric is 

essential for evaluating how well the model generalizes to new, unseen data. A validation accuracy of 

0.6250 indicates that the model maintains reasonably good predictive performance when applied to data 

it hasn't encountered during the training phase. 

The testing accuracy of 72% further reinforces the model's reliability and effectiveness. This metric 

is derived from evaluating the model's performance on an independent dataset not used in either training 

or validation. The 72% accuracy on the test set suggests that the model can make accurate predictions 

on new and unseen data, demonstrating its ability to generalize well beyond the training dataset. 

In summary, the overall performance of the CNN model, with a training accuracy of 0.6944, 

https://doi.org/10.33395/sinkron.v9i1.13176


 

 

 

 

 

 

Sinkron : Jurnal dan Penelitian Teknik Informatika 

Volume 8, Number 1, January 2024 

DOI : https://doi.org/10.33395/sinkron.v9i1.13176   

e-ISSN : 2541-2019 

 p-ISSN : 2541-044X 
 

  

*name of corresponding author 
  

 
This is an Creative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License. 305 

  

validation accuracy of 0.6250, and testing accuracy of 72%, is deemed quite satisfactory. These metrics 

collectively suggest that the model has learned meaningful patterns from the training data, can generalize 

well to new data, and performs with a commendable level of accuracy in identifying the target features 

or classes. 
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