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Abstract: For countries with large populations, such as Indonesia, food security is a 

very important issue. The majority of Indonesia's population depends on rice as their 

main food, and paddy is one of the most widely cultivated food commodities. The 

very good and accurate national paddy production prediction results really support 

decisions regarding national paddy production targets for the coming period. 

Therefore, to ensure supply and price stability, paddy availability must be predicted. 

Many studies have used machine learning to predict crop yields. By learning 

important patterns and relationships from input data, machine learning can combine 

the advantages of other methods to make better predictions of paddy yields. The aim 

of this research is to conduct a comparative analysis between three machine learning 

algorithms, namely, random forest, decision tree, and k-nearest neighbors, in 

predicting paddy production. To determine which algorithm is the best, a model 

evaluation is carried out using the coefficient of determination (R2-score), mean 

absolute error (MAE), and mean squared error (MSE). This research goes through 

methodological stages, starting from collecting datasets, data preprocessing, training 

and testing split datasets, applying algorithms, and evaluating the model. From this 

research, results were obtained for the random forest algorithm with an R2-score of 

82.38%, MAE of 261726.20, and MSE of 2.19495E+11. For the decision tree, the 

R2-score was 79.62%, MAE was 323257.99, and MSE was 2.49304E+11. 

Meanwhile, k-nearest neighbors obtained an R2-score of 76.25%, MAE of 

318433.42, and MSE of 2.90577E+11. The results of this research show that the 

random forest algorithm is the best for predicting paddy production because it 

obtains a larger R2-score as well as smaller MAE and MSE results.  

  

Keywords: Decision Tree; K-Nearest Neighbors; Machine Learning; Paddy; 

Prediction; Random Forest. 

 

INTRODUCTION  

Food is the most basic need that must be met by everyone. Therefore, the state is obliged to ensure that every 

citizen receives the right to food (Nasution, Lubis, & Syaifuddin, 2020). The problem of food security is a very 

important issue for countries with high population levels, such as Indonesia (Sujarwo, Putra, Setyawan, Teixeira, 

& Khumairoh, 2022). One of the most widely cultivated food commodities in Indonesia is paddy, which is the 

main source of rice for the majority of the population (Khusna & Mariana, 2021). Rice is the commodity with the 

highest consumption participation rate, with 98.35% of households in Indonesia consuming rice as a staple food 

(Badan Pusat Statistik, 2022). Indonesia's rice consumption reached 35.3 million tons, making it the fourth-largest 

country in the world in terms of rice consumption (Muhamad, 2023). The high level of rice consumption in 

Indonesia shows that this commodity is very important, and the aspect of its availability is very vital.  

National food sustainability requires controlling rice supplies. Rice commodity data is very strategic; 

therefore, it needs to be managed wisely to produce knowledge that can support targeted national food policies 

(Tosida, Wihartiko, Hermadi, Nurhadryani, & Feriadi, 2020). The problem is that paddy plants cannot produce 

continuously, even though agricultural technology is increasingly sophisticated. paddy production is greatly 

influenced by climatic conditions (Januarti, Yulian, & Erni, 2022). In addition, paddy production sometimes 

experiences a downward trend, which has an impact on increasing rice prices (Mardianto et al., 2018). Paddy 

production development planning is becoming increasingly strategic due to the large population and high levels 

of rice consumption (Putra & Ulfa Walmi, 2020). The decision regarding the national paddy production target for 

the coming period is strongly supported by the results of good and accurate national paddy production prediction 

(Zahra & Cahyadi, 2020). Therefore, paddy availability must be predicted to ensure supply and price stability 

(Airlangga, Rachmat, & Lapihu, 2019). By prediction rice production, the government can consider adopting 

policies to overcome obstacles that will continue to be faced by society for years (Wijaya, Furqon, & Marji, 2022). 
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Machine learning has been used in many studies to predict crop yields (Cedric et al., 2022; Morales & 

Villalobos, 2023; van Klompenburg, Kassahun, & Catal, 2020). Machine learning can combine the advantages of 

other methods, such as data-driven modeling, to make better crop yield predictions by learning important patterns 

and relationships from input data. Machine learning algorithms estimate functions that relate features or predictors 

to labels, such as crop yield (Paudel et al., 2021). Machine learning algorithms and computing tools extract critical 

information for outcome prediction and produce cost-effective and accurate estimates (Martini et al., 2022; Singh 

Boori, Choudhary, Paringer, & Kupriyanov, 2023; Zhi et al., 2022). 

Various machine learning algorithms have also been applied by previous researchers to predict rice 

production. By applying an artificial neural network, research results show that the rice production prediction 

system, which consists of 75 tests in 19 regions in West Sumatra, has an accuracy rate of 88.14% (Putra & Ulfa 

Walmi, 2020). Applying the linear regression algorithm to predicting rice crop yields produces a forecasting model 

that is close to accurate, with a reliability level of 94.51% (Herwanto, Widiyaningtyas, & Indriana, 2019). The 

prediction model applied by (Jiya, Illiyasu, & Akinyemi, 2023) uses five machine learning algorithms, and the 

results show that the Random Trees algorithm has the highest accuracy compared to other algorithms. Researchers 

such as (Choudhary, Shi, Dong, & Paringer, 2022) predict crop yields using a combination of various secondary 

data. The results prove that the random forest algorithm has an accuracy of more than 85%. The random forest 

approach was also implemented by (Jiya et al., 2023) in predicting rice yields, resulting in a relative root mean 

square error value of less than 5%. A hybrid approach combining random forest and neural network algorithms 

for predicting rice yields has a prediction accuracy of 98% (Lingwal, Bhatia, & Singh, 2024). In research conducted 

by (Patil, Panpatil, & Kokate, 2022), the prediction results of the K-Nearest Neighbors algorithm outperformed 

Decision Tree with an accuracy rate of 89.4%. In research conducted by (Cedric et al., 2022), it was found that the 

decision tree and K-nearest neighbor algorithms showed better results compared to logistic regression with a 

coefficient of determination (R2) above 90%. Likewise, carried out by (Morales & Villalobos, 2023), the results 

show that random forest performance is better compared to artificial neural networks and linearly regularized. 

In applying machine learning techniques, it is important to choose an algorithm that has good performance in 

making predictions. From several studies that have been described previously, there are three algorithms that are 

superior in predicting rice yields, namely: decision tree, k-nearest neighbor, and random forest. So this research 

aims to carry out a comparative analysis of the three machine learning algorithms for predicting rice production. 

To find out which algorithm is the best, a model evaluation will be carried out using the coefficient of 

determination (R2-score), mean absolute error (MAE), and mean squared error (MSE). The smaller the MAE and 

MSE values and the greater the R2-score, then the algorithm is the best algorithm.     

          

METHOD 

This research requires a method, which is a research procedure stage in the form of structured and systematic 

steps. The method used in this research is the result of a combination of several previous studies. In research 

conducted by (Cedric et al., 2022) and (Jiya et al., 2023), there is a need to carry out data preprocessing by applying 

feature engineering. It is also necessary to divide the dataset into two parts, namely training data and test data 

(Paudel et al., 2021). For this reason, the research steps are presented through the design shown in Figure 1. 

  

 

 
Fig 1. The Research Method Flow 

Dataset 

The data used in this research is a dataset of rice plants originating from eight provinces on the island of 

Sumatra, namely Aceh, North Sumatra, Riau, Jambi, South Sumatra, Bengkulu, and Lampung. The dataset was 

collected via the BPS website (Statistik, 2024). The data used for the rice dataset is from 2000 to 2020, which 

includes annual harvest area and annual production results. The harvest area variable is used because it can 

influence the amount of rice production (Nurzannah, Girsang, & El Ramija, 2020; Zahra & Cahyadi, 2020). Apart 

from the rice plant dataset, climate change data was also used, which included rainfall data (Statistik, 2022a), 
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humidity (Statistik, 2022b), and average temperature (Statistik, 2022c) from 2000 to 2020 obtained via the BPS 

website. The climate change variable is used because it can influence crop yields (Jiya et al., 2023; Xu et al., 2019).    

 

Table 1. A part of Paddy Dataset 

Province Year 
Production 

(ton) 

Harvest  

Area (Ha) 

Rainfall 

(mm) 

Humidity 

(%) 

Average 

Temperature (℃) 

Aceh 2020 1861567.1 317869.41 1619.2 80.82 25.41 

North Sumatera 2020 2076280.01 388591.22 1648.3 83.76 25.79 

West Sumatera 2020 1450839.74 295664.47 4072.7 85.22 26.26 

Riau 2020 269344.05 64733.13 2584.9 81.8 25.93 

Jambi 2020 374376.27 84772.93 2303.8 78.24 25.85 

South Sumatera 2020 2696877.46 551320.76 2300.2 81.1 26.14 

Bengkulu 2020 296925.16 64137.28 4144 80.18 25.84 

Lampung 2020 2604913.29 545149.05 2211.3 75.8 24.58 

 

Table 1 shows part of the dataset from the total data, totaling 168 rows for each province over a period of 21 

years. The dataset consists of seven features, namely, province, year, production, harvest area, rainfall, humidity, 

and average temperature. Province is the name of the provinces on the island of Sumatra. The year is the year of 

rice production. Production is the result of annual rice production. The harvest area is the area of crops that can be 

harvested. Rainfall is the average amount of rainfall in a year. Humidity is the average annual humidity level. The 

average temperature is the average temperature in a year.  

 

Data Preprocessing 

At this stage, the coding of the features in the dataset will be carried out. Categorical data on the province 

feature will be converted into numeric data. In this process, a one-hot encoding method is used, which will convert 

category features into numerical form so that the machine learning algorithm can make better predictions. One-

hot encoding will convert the province column into a numeric array. 

    

Train and Test Split 

The dataset will be divided into two parts at this stage: the training dataset and the testing dataset. The training 

dataset uses 70%, and the testing dataset uses 30%. The test dataset is used to assess how well the machine learning 

algorithm is trained on the training dataset. Meanwhile, the training dataset is used to train the machine learning 

algorithm to make correct predictions. 

 

Machine Learning 

Three machine learning algorithm models (random forest, decision tree, and k-nearest neighbors) will be used 

in this process. To improve model performance based on the R2 score, hyperparameter tuning will be applied to 

each model. Grid Search Cross Validation or Randomized Search Cross Validation will be used, depending on the 

algorithm. A resampling method known as cross-validation is used to test machine learning models on limited data 

samples. The parameter k, which will be divided into specific data samples, is the only parameter used in this 

process. 

 

Model Evaluation 

Next, an evaluation will be carried out to select the best algorithm from the three that will be selected. To 

assess the model, the R2 score, mean absolute error, and mean squared error were used. The R2 score indicates 

how well the data points fit the curve or line. The mean absolute error measures the average of the residuals in a 

data set. The mean squared error measures the variance of the residuals. The smaller the mean absolute error and 

mean squared error values, but the greater the R2 score, the better the algorithm.  

 

RESULT 

This section will present the results of rice production predictions based on comparing the results of three 

machine learning algorithm models. All work, from processing the dataset to the results, was carried out using the 

Google Colab text editor in the Python programming language. The research results are described thoroughly using 

the research procedures described in the previous methodology section. 
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Fig 1. Dataset Descriptive Statistics 

 

From Figure 1, it can be seen that, for eight provinces on the island of Sumatra for 21 years, the average rice 

production yield was 1,772,173.70 metric tons, with the lowest yield being 42,938 metric tons and the highest 

yield being 4,881,089 metric tons. The average rice harvest area is 375,287.42 hectares. Average rainfall is 

2,405.41 millimeters. The average humidity level is 80.14%, and the average temperature is 27.05 Celsius. 

 

 
Fig 2. Rice Production in Sumatra 

 

Figure 2 shows the average production dataset for each province on the island of Sumatra. It can be seen that 

the province of North Sumatra has the highest rice production results, with an average annual production of 

3,380,909.65 tons. Meanwhile, the province producing the smallest rice production is Riau, with an average annual 

rice production of 398,03.02 tons. 

 

 
Fig 3. Data Preprocessing Results 

 

Figure 3 shows the results of data preprocessing on the dataset. The province column, which originally 

contained categorical province names, has now changed to numeric data with a value of 0 or 1. 
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Fig 4. Train and Test Split 

 

Figure 4 shows the results of the process of dividing training data by test data. By applying a 30% distribution 

of test data (test_size = 0.3) from the total dataset of 168 records, 117 records of training data were produced, and 

51 records of test data were produced. The results of this data sharing will be applied to each machine learning 

algorithm. 

 

Table 2. The Average Cross Validation Score 

Model before Hyperparameter tuning (%) after Hyperparameter tuning (%) 

Random Forest 84.71 85.83 

Decision Tree 80.11 82.76 

K-Nearest Neighbors 67.0 77.29 

 

From table 2, it can be seen that there was an increase in the average cross-validation score after 

hyperparameter tuning was carried out. In the random forest algorithm, there was an increase in score of 1.12%. 

In the decision tree algorithm, there was an increase in score of 2.65%. Meanwhile, in the k-nearest neighbors 

algorithm, the score increased by 10.29%.  

 

   
Random Forest Decision Tree K-Nearest Neighbors 

 

Fig 5. Prediction Results 

 

Figure 5 shows a graphical plot of the prediction results of each algorithm with the original data after 

hyperparameter tuning. In the graph, it can be seen that the level of conformity between the prediction results and 

the original data is shown by the random forest algorithm, followed by the k-nearest neighbors algorithm, and the 

decision tree.     
 

Table 3. Model Evaluation 

Model R2-score (%) MAE MSE 

Random Forest 82.38 261726.20 2.19495E+11 

K-Nearest Neighbors 79.62 323257.99 2.49304E+11 

Decision Tree 76.25 318433.42 2.90577E+11 

 

Based on the model evaluation results shown in Table 3, the random forest algorithm model has the highest 

R2-score, namely, 82.38%. Meanwhile, the lowest R2-score is the decision tree algorithm. The random forest 

algorithm has the random forest algorithm has the smallest mean absolute error (MAE) value. Meanwhile, the 

algorithm with the algorithm with the largest MAE value is the k-nearest neighbors algorithm. The smallest MSE 

value is owned by the random forest algorithm. Meanwhile, the algorithm with the algorithm with the largest MSE 

value is the decision tree algorithm. 

https://doi.org/10.33395/sinkron.v8i2.13666


 

Sinkron : Jurnal dan Penelitian Teknik Informatika 
Volume 8, Number 2, April 2024 

DOI : https://doi.org/10.33395/sinkron.v8i2.13666 

e-ISSN : 2541-2019 
 p-ISSN : 2541-044X 

 

 

* Corresponding author 
  

 
This is an Creative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License. 1205 

 

 

DISCUSSIONS 

This research has successfully implemented three machine learning algorithms for predicting rice production. 

From a dataset of 168 records and 7 features, not a single one has missing values, so there is no need to handle 

missing values. The overall distribution of data on the features used tends to be normal, and there are no outliers 

from the output features, namely production. Agricultural harvest area and average temperature have a positive 

correlation, meaning the greater the value of the independent variable, the greater the production, although this 

correlation is not significant. On the other hand, rainfall and humidity have a negative correlation, which means 

that the smaller the value of these two variables, the greater the production. At the data preprocessing stage, the 

one-hot encoding method has been successful in converting categorical data into numerical data. So the provincial 

features, which originally numbered one, were split into eight features according to the number of existing 

provinces. 70% of the test data in the dataset is able to make the prediction model better. From the results of 

applying hyperparameters to each algorithm, an increase in the percentage of cross-validation was obtained. This 

proves that hyperparameter tuning has a big influence on the average percentage of cross-validation and 

improvement in prediction results. 

This research has limitations that can later be refined by further research. The dataset used only represents 

eight provinces on the island of Sumatra. In the future, it is necessary to use a dataset that represents all provinces 

in Indonesia. This is useful for gaining a more comprehensive understanding of rice production in Indonesia. The 

selection of features that influence rice production results needs to be developed further by adding other features 

that can influence rice production results, such as soil type (van Klompenburg et al., 2020), soil moisture (Anjana 

et al., 2021), wind data, irrigation data, and pollution data (Cedric et al., 2022). This was done to see a deeper 

correlation regarding the factors that influence rice production results. In the context of implementing cross-

validation, further development is needed by applying a different number of k-folds. In this study, only k = 10 was 

used. This is useful for seeing the effect of the number k on the prediction accuracy results. This research uses R2, 

MAE, and MSE as evaluation matrices for machine learning algorithm test results; other matrices can be added to 

measure the accuracy of predictions by calculating the prediction rate and false prediction rate (Anjana et al., 

2021). 

 

CONCLUSION 

From the research results described previously, a comparative analysis has been carried out on the random 

forest, decision tree, and k-nearest neighbors algorithms for predicting rice production. The random forest 

algorithm obtained a greater R2-score than other algorithms, namely 82.38%. With an MAE value of 261726.20 

and an MSE value of 2.19495E+11, where the MAE and MSE values are smaller than the decision tree algorithm 

and the k-nearest neighbors algorithm. From the results of this research, it can be concluded that, in predicting rice 

production based on the dataset used in this research, the random forest algorithm is the best algorithm.  
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