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Abstract: The development of technology and changes in job market 

dynamics have created new challenges in aligning education with industry 

needs. In this research, the XGBoost model with hyperparameter tuning was 

applied for industry classification on job applicant data taken from the 

Kaggle dataset LinkedIn Job Postings in 2023. This dataset consists of 23 

attributes with a total of 33,085 job vacancy data points. The experimental 

results show that both the model without hyperparameter tuning and with 

GridSearchCV produce the same classification accuracy, which is 0.89 or 

89%, with stable precision, recall, and F1-Score values. The best parameters 

found in this study are colsample_bytree = 1.0, learning_rate = 0.3, 

max_depth = 6, min_child_weight = 1, n_estimators = 100, and subsample = 

1.0. However, cross-validation using k-fold shows a significant increase in 

accuracy to 0.90, or 90%. This finding confirms that the use of cross-

validation can improve the performance estimation of the model more 

accurately and robustly by utilizing all available data for training and testing. 

Moreover, the implementation of cross-validation demonstrates the 

importance of leveraging all data points to enhance model reliability and 

robustness. Future research can explore alternative hyperparameter tuning 

methods and apply the model to larger datasets to further validate the 

generalizability and reliability of the XGBoost model in different application 

contexts. Thus, this study underscores the significance of rigorous model 

evaluation techniques in achieving high-performing machine learning 

models. 
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INTRODUCTION 

The development of technology and changes in job market dynamics have created new challenges 

in aligning education with industry needs. One effort to address this is by improving vocational 

education effectiveness, especially in Technical and Vocational High Schools (SMK) in the technology 

and industry fields. However, SMK still faces complex issues, particularly regarding graduate 

professionalism and job opportunities or further education (Akbar et al., 2023; Lampiran & Smkn, n.d.) 

To tackle this challenge, the Ministry of Manpower (Kemnaker) has implemented the transformation 

policy for Vocational Training Centers (BLK) since 2021. This program follows the 6R concept: 
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Sinkron : Jurnal dan Penelitian Teknik Informatika 

Volume 8, Number 3, July 2024 

DOI : https://doi.org/10.33395/sinkron.v8i3.13840 

e-ISSN : 2541-2019 

 p-ISSN : 2541-044X 
 

 

*name of corresponding author 

 
This is anCreative Commons License This work is licensed under a Creative 
Commons Attribution-NonCommercial 4.0 International License. 1921 

 

institutional reform, training substance redesign, human resource revolution, facility revitalization, BLK 

rebranding, and relationship building. One substantial change is the integration of placement and 

training processes, including strengthening career counseling (Ministry of Manpower, 2021). 

In this context, the right industry classification for job applicants becomes very important. This can 

help in aligning applicants' skills with industry needs, as well as provide better guidance in training and 

career development. To achieve this goal, the use of machine learning techniques such as XGBoost 

(Extreme Gradient Boosting) can be an effective solution. XGBoost is a classification model that excels 

in terms of computing speed and accuracy. The advantages of XGBoost include the ability to perform 

parallel computing automatically, support for customization of objective and evaluation functions, and 

better performance on various datasets (Farhan & Setiaji, 2023). Several recent studies have shown that 

XGBoost has a lower error score compared to other learning methods (Azis & Lestari, 2023). The use 

of hyperparameter tuning in XGBoost model optimization has been proven to significantly improve 

model performance (Punuri et al., 2023) (Ryan Afrizal et al., 2021). Techniques such as grid search, 

random search, and Bayesian optimization have been used to search for optimal combinations of 

hyperparameters (Probst et al., 2019). Recent research shows that effective hyperparameter tuning can 

substantially improve the accuracy of XGBoost models across various datasets (Alifah et al., 2024) 

(Akbar et al., 2023). 

Based on the explanations and several previous research references that have been provided, 

XGBoost has the lowest error rate compared to other learning methods Therefore, in this study, we will 

apply the concept of XGBoost method for industry classification of job applicants, with the hope of 

achieving more accurate and effective results in aligning applicants' skills with industry needs 

 
LITERATURE REVIEW 

The application of XGBoost in various fields has shown its effectiveness in classification tasks. In 

the context of cybersecurity, XGBoost has managed to improve the accuracy of SYN attack detection 

to 96%, showing a significant improvement compared to other methods (Gunawan et al., 2022). In 

addition, XGBoost is used to classify malware with high efficiency, even on limited computing 

resources (Kumar & Geetha, 2020). In insurance, it was found that XGBoost is reliable in predicting 

motor vehicle insurance claims with a high level of accuracy and precision, achieving a prediction 

accuracy of 91% (Firdaus et al., 2021). Research also revealed that the use of XGBoost and particle 

swarm optimization in the classification of Parkinson's disease resulted in a significant increase in 

classification accuracy, with an accuracy of up to 94% (Kurnia et al., 2023). 

Furthermore, the application of XGBoost for forest fire classification effectively improves 

environmental risk management (Muslim Karo Karo, 2020). The study also proposes the integration of 

XGBoost with SMOTE to improve intrusion detection in IoT environments, demonstrating the 

adaptability of XGBoost to unbalanced datasets that commonly occur in industrial IoT scenarios 

(Doghramachi & Ameen, 2023). The application of XGBoost in analyzing credit risk in an effort to 

optimize the customer screening process obtained classification results in a prediction model with an 

accuracy of 83%, so that it is included in the very good model value (80–89%) (Saputra et al., 2024). 

This proving the effectiveness of XGBoost in improving the performance of the recommendation system 

and demonstrating the flexibility and capability of this method in various application domains (Ris et 

al., 2019). 

 

METHOD 

Research Flow 

In the study, there are seven main stages used: data collection, data processing, splitting data, cross-

validation, modeling, hyperparameter tuning, and evaluation. Several stages must be carried out in 

stages, including data collection and data preprocessing, before proceeding to splitting the data, which 

can be seen in Figure 1. 
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Figure 1 Research stage. 

Data Collection 

In this study, the data used came from the public dataset "LinkedIn Job Postings" available on Kaggle 

in 2023. This dataset includes various information about job vacancies, job details, company details, 

and mapping. This dataset consists of 4 folders and 11 CSV files, but in the research, we used 23 

attributes with a total of 33,085 job vacancy data. This data will be used to evaluate and develop an 

accurate industry recommendation model for job applicants, with a focus on classification to capture 

different aspects of each available job. Table 1 shows the datasets used. 

https://doi.org/10.33395/sinkron.v8i3.13840
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Table 1 Dataset Information 

Attributes Type 

Job Id Integer 

Company Id Float 

heading String 

Maximum salary Float 

Middle Salary Float 

Minimum Salary Float 

Payment Period String 

Types of Formatted Jobs String 

Application Float 

Remote allowed Float 

Job type String 

Currency String 

Compensation Type String 

Industry ID Float 

Skill String 

Industry name String 

Company Name String 

Country String 

Number of Employees Float 

 

Data Preprocessing 

Data preprocessing is the initial stage in data preparation, which includes cleaning, handling lost 

data, and adapting the raw data to fit the format required for subsequent analysis. This stage of 

preprocessing includes collecting, cleaning, and labeling. This process must be prepared optimally; 

otherwise, it will result in inaccurate analyses and misleading conclusions (Muslim Karo Karo, 2020) 

Data cleaning is very important for analyzing data for industry classification processes using machine 

learning algorithms. Data cleaning includes handling missing data, deleting duplicate data, and 

formatting data that is not appropriate. This can remove incomplete data or use mean or mode imputation 

to manage missing data (Alhamad et al., 2019). Furthermore, dimension reduction is a data analysis 

technique to reduce the number of dimensions or attributes in a dataset. Outliers can be detected using 

a boxplot, where data values greater than Q3 + 15 * IQR or less than Q1 - 15 * IQR are considered 

outliers, where Q1 is the lower quartile, Q3 is the upper quartile, and IQR is the interquartile range (Q3 

- Q1) (Syukron et al., 2020). Converting categorical variables to numeric variables can be done using 

techniques such as one-hot encoding, label encoding, or manual mapping for ordinal variables (Hamami 

& Dahlan, 2022). 

After grouping the target attribute classes, data balance checking was performed the use of SMOTE 

and near miss under-sampling methods was employed to balance the sample sizes across classes, which 

proved to enhance model performance (Sabilla & Bella Vista, 2021).  Feature engineering, the process 

of creating data representations that improve model effectiveness, was also applied to ensure optimal 

performance (Kuhn & Johnson, 2019). The results of the imbalance stage in this study can be seen in 

Figure 2 and Figure 3. 

https://doi.org/10.33395/sinkron.v8i3.13840
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Figure 2 Before Imbalance. 

 

 
Figure 3 After Imbalance 

Splitting data 

The next stage is the separation of data in the data frame, which is divided into testing data and 

training data with a separation ratio of 80:20. 80% of the entire data frame is used for training data, and 

20% of the data frame is used for data testing or testing data. 

 

Data Transformation 

Perform data transformation, such as normalization or standardization. In this case, use the standard 

scaler method, which can help improve the performance of machine learning models (Reza & 

Muhammad Syaifur Rohman, 2024). The formula for performing standard scaling: 

https://doi.org/10.33395/sinkron.v8i3.13840
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 Z = 
𝑋−𝜇

𝜎
 

 

(1) 

Z: value of the newly scaled data 

x: original value of the data 

µ: mean of the data 

σ: deviation of the data 

 

Modeling 

XGBoost Classifier 

XGBoost (Extreme Gradient Boosting) is an effective machine learning algorithm model for 

classification tasks (Reza & Muhammad Syaifur Rohman, 2024). The upgrade method uses a new model 

to predict errors from the previous model. The addition of this model is carried out until there are no 

more significant error corrections (Fatihah et al., 2024). Using a new regularization technique to control 

overfitting makes XGBoost different from other gradient enhancements (Akbar et al., 2023). Overfitting 

is a condition in which the data used for training is the "best" data, but its accuracy will be reduced if 

the test is performed with other data (Kuhn & Johnson, 2019). To reduce errors when creating new 

models, this algorithm uses gradient decline. The term gradient increase is also used by this algorithm 

(Ihsan et al., 2024). 

 

 

 �̂�𝑙
𝑡 =  𝛴𝑘=1

𝑡  𝑓𝑘(𝑋𝑖) 

 

(2) 

Information: 

 �̂�𝑙
𝑡 = Final tree model 

 𝑓𝑘(𝑋𝑖)= New model built  

 𝑡 = The total number of models from the base tree models 

 

Hyper Parameter Tuning 

In this study, two methods were used: XGBoost without hyperparameter tuning, which means all 

parameters used followed the default settings The second method involved hyperparameter tuning using 

GridSearchCV, a method to find the best set of hyperparameters from a grid of values (Kohli & Joshi, 

2021). Hyperparameter adjustment was performed using the training validation data set. The data 

partitioning variation was also influenced by this optimization (Putri et al., 2024). It's important to 

remember that the first challenge is finding the ideal hyperparameter values. However, manual 

exploration requires a lot of resources and time. GridSearchCV automates the hyperparameter tuning 

process, making it easier and allowing for systematic search across different values to find the best 

configuration (Cahyani et al., 2024). After obtaining the best parameters, evaluate the model's 

performance using cross-validation (Rusdah & Murfi, 2020). 

 

Evaluation 

The final stage of this research is evaluation. Model evaluation aims to determine the accuracy of the 

machine learning model predictions (Sirait et al., 2024). The confusion matrix has several evaluation 

components: TP (true positive) for correctly predicted positive data, TN (true negative) for correctly 

predicted negative data, FP (false positive) for negative data predicted as positive, and FN (false 

negative) for positive data predicted as negative (Wicaksono et al., 2024). The evaluation results are 

obtained by calculating accuracy, macro-average precision, recall, and F1-score (Darvishy et al., 2020). 

The performance metric formulas are as follows: 

 

Accuracy is used to describe the ability of the model to classify data correctly (Abdurrahman et al., 

2022). 

https://doi.org/10.33395/sinkron.v8i3.13840
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  Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

 

(3) 

 

Precision is a metric that indicates the proportion of true positive predictions. 

  
Precision = 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃 
 

(4) 

      Recall is a metric that measures the number of positive cases correctly identified by a prediction 

  
Recall = 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(5) 

The F1-Score is an evaluation measure that integrates the values of precision and recall to provide 

an overall view of the model's performance. 

 
F1- score = 2 ×

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑟𝑒𝑐𝑎𝑙𝑙
 

(6) 

Macro-averaged precision and recall are the mechanisms of the user's precision and acquisition 

values, respectively; they are calculated individually for each user as specified in, respectively 

(Darvishy et al., 2020). 

  
Macro-Averaged-precision = 

𝛴𝑖
𝑛=1𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖

𝑛
  

(7) 

 

  
Macro-Averaged-recall = 

𝛴𝑖
𝑛=1𝑟𝑒𝑐𝑎𝑙𝑙𝑖

𝑛
  

(8) 

 

The Macro-averaged F1 score is the harmonic mean of the average macro precision and the average 

macro recall. 

  Macro-Averaged-F1-Score = 2 ×

 
𝑀𝑎𝑐𝑟𝑜−𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑑− 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑀𝑎𝑐𝑟𝑜−𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑑−𝑟𝑒𝑐𝑎𝑙𝑙

𝑀𝑎𝑐𝑟𝑜− 𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑑− 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑀𝑎𝑐𝑟𝑜 −𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑑 −𝑟𝑒𝑐𝑎𝑙𝑙
 

(9) 

 
 

 

 

RESULT 

This chapter describes the results obtained from each experimental stage conducted in the research. 

The experiments were carried out without using hyperparameters, using grid search, or adding k-fold. 

 

 Experimental Results Without Hyperparameter Tuning 

 Based on the implementation that has been carried out, the following results of experiments carried 

out without tuning hyperparameters or using by default, are shown in the following table 2: 

 

Table 2 Classification Report Xgboost without HP 

 

 

 

The accuracy result from the experiment without hyperparameter tuning on the job postings dataset 

yielded an accuracy score of 0.89 or 89% 

 

Results of Hyperparameter Tuning Experiment 

Based on its implementation, using gridsearch hyperparameter tuning with parameters learning_rate 

= 001, 01, and 03, max_depth = 5, 6, and 7, n_estimators = 50, 100, and 200, subsample = 08 and 10, 

colsample_bytree = 08 and 10, and min_child_weight = 1 and 5, The best parameters for the experiment 

are colsample_bytree = 10, learning_rate = 03, max_depth = 6, min_child_weight = 1, n_estimators = 

Model Accuracy Precision Recall F1-Score 

XGBoost 0.89 0.96 0.91 0.93 

https://doi.org/10.33395/sinkron.v8i3.13840


 

 

Sinkron : Jurnal dan Penelitian Teknik Informatika 

Volume 8, Number 3, July 2024 

DOI : https://doi.org/10.33395/sinkron.v8i3.13840 

e-ISSN : 2541-2019 

 p-ISSN : 2541-044X 
 

 

*name of corresponding author 

 
This is anCreative Commons License This work is licensed under a Creative 
Commons Attribution-NonCommercial 4.0 International License. 1927 

 

100, and subsample = 10. The results of the industry classification using gridsearch are displayed in the 

following table: 

Table 3 Classification Report using HP 

 

 

 

The accuracy result from the hyperparameter tuning experiment using gridsearch on the job postings 

dataset yielded an accuracy score of 0.89, or 89%. 

 

Best parameter evaluation results with cross validation 

Based on its implementation, this method uses k-fold cross-validation with 10 folds, or k-fold = 10. 

The results are displayed in the following table: 

 

Table 4  

Evaluation of Best Parameters with Cross-Validation 

 

  

 

 

The accuracy result from the best parameter evaluation experiment using cross-validation yielded an 

accuracy score of 0.90 or 90%. 

In previous research, the tree-based classification model categorized BMI into six index classes, and 

the results showed that the XGBoost classification model had the highest accuracy after hyperparameter 

tuning, with a test data accuracy of 83,7% (Alifah et al., 2024). This ongoing study indicates higher 

results, with an accuracy reaching 90% after evaluating the best parameters using cross-validation. 

These findings reaffirm the importance of using hyperparameter tuning methods to enhance model 

performance. 

 

DISCUSSIONS 

The test results show that the implementation of hyperparameter tuning using GridSearch initially 

did not have a significant impact on the model's performance. However, after evaluation using cross-

validation, it was found that the use of the best parameter improved the performance of the model. In 

comparison, experiments without the application of hyperparameters resulted in a classification 

accuracy of 0.89, or 89%. 

The test results show that the implementation of hyperparameter tuning using GridSearch initially 

did not have a significant impact on the model's performance. The experimental results show that using 

GridSearch for hyperparameter tuning results in comparable performance to experiments without 

tuning. The best parameters found were colsample_bytree = 1.0, learning_rate = 0.3, max_depth = 6, 

min_child_weight = 1, n_estimators = 100, and subsample = 1.0. With these parameters, the 

classification accuracy remains 0.89, or 89%, and the precision, recall, and F1 scores remain the same 

as in experiments without hyperparameter tuning. However, significant differences were seen when the 

model was evaluated using k-fold cross-validation with k = 10. The accuracy of the model increases to 

0.90 or 90% after applying cross-validation. This improvement suggests that cross-validation can help 

assess model performance more accurately and robustly by using all available data for training and 

testing. However, after evaluation using cross-validation, it was found that the use of the best parameter 

improved the performance of the model. In comparison, experiments without the application of 

hyperparameters resulted in a classification accuracy of 0.89, or 89%. 

 

Model Accuracy Precision Recall F1-Score 

XGBoost 0.89 0.96 0.91 0.93 

Model Accuracy Precision Recall F1-Score 

XGBoost 0.90 0.96 0.91 0.93 

https://doi.org/10.33395/sinkron.v8i3.13840
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Figure 4 XGBoost Accuracy Comparison 

The experiment results show that tuning hyperparameters doesn't directly improve the performance 

of the model in job applicant industry classification using XGBoost. However, applying cross-validation 

to evaluate the best parameters can produce more reliable performance estimates. This finding 

emphasizes the importance of using cross-validation as a tool to validate and enhance the reliability of 

model performance estimates, even though there is no direct improvement from tuning hyperparameters. 

 

CONCLUSION 

Based on research conducted by implementing the XGBoost model with hyperparameter tuning for 

industry classification on job applicant data, The experimental results show that both the model without 

hyperparameter tuning and with gridsearch produce the same classification accuracy, which is 0.89 or 

89%, with stable precision, recall, and F1-Score values. However, evaluation using k-fold cross-

validation reveals a significant improvement in accuracy to 090, or 90%. This finding confirms that the 

use of cross-validation can enhance the estimation of model performance more accurately and robustly, 

even though hyperparameter tuning did not show a noticeable difference in this study. 

Recommendations for further research include exploring alternative methods for hyperparameter tuning 

and evaluating models on a larger dataset to deepen understanding of model generalizability and 

reliability in various practical contexts. 
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