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Abstract: The development of AI assistants has become increasingly sophisticated, 

as evidenced by their growing adoption in assisting humans with various tasks. In 

particular, AI assistants have demonstrated potential in the field of sentiment 

analysis, where they can automate the labeling of text data. Traditionally, this 

labeling process has been performed manually by humans or using tools like the 

VADER Lexicon. This study is imperative to evaluate the performance of AI 

Assistants in sentiment labeling, as compared to traditional human-based labeling 

and the application of the VADER sentiment analysis algorithm. The methodology 

involves comparing the labeling results of Gemini and You AI with those of human 

labeling and VADER. Performance is evaluated using the Naive Bayes and K- 

Nearest Neighbour algorithms, and K-Fold Cross Validation is employed for 

evaluation. The results indicate that the performance of both AI assistants can closely 

approximate the performance of human labeling. Gemini's best accuracy is achieved 

with the k-NN algorithm at 53.71%, while You AI's best accuracy is achieved with 

the Naive Bayes algorithm at 48.30%. These results are close to the accuracy of 

human labeling (61.12%) using the k-NN algorithm and VADER (54.29%) using the 

Naive Bayes algorithm. This suggests that AI assistants can serve as an alternative 

for text data labeling, as the differences in performance are not statistically 

significant. 
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INTRODUCTION 

Data labeling is the process of categorizing a dataset into specific groups, and it serves as an initial step in 

tasks related to machine learning (Telnoni et al., 2020). This process is crucial for various tasks such as data 

classification, entity recognition, and machine learning (Aditya Quantano Surbakti et al., 2021). Traditionally, data 

labeling has been performed manually by humans. However, this process can be time-consuming, costly, and 

prone to errors. Therefore, much research has focused on developing automatic data labeling methods (Ahmad & 

Gata, 2022).  

Sentiment analysis aims to categorize text within a sentence or document, determining whether the expressed 

opinion falls into positive, negative, or neutral categories. This is achieved using artificial intelligence techniques 

to analyze the text and identify words and phrases that convey emotions (Asri et al., 2022). entiment analysis is 

also commonly referred to as Opinion Mining, and it can be used to analyze various types of texts, such as customer 

comments, product reviews, and social media posts (Gaja et al., 2023). 

An AI assistant is a computer program that can interact with humans using natural language, akin to a regular 

conversation, to help complete various tasks and needs. This makes AI assistants an innovative solution for 

automating and simplifying social interactions across different fields, thereby improving communication 

efficiency and effectiveness (Sekarwati et al., 2021). One example of an AI assistant is Gemini, which is developed 

by Google and supported by LaMDA, a conversational language model that leverages the company's extensive 

knowledge base to provide a large-scale language model with remarkable power, intelligence, and creativity 

(Julianto, Kurniadi, & Jr, 2023). Another example is YOU AI, an innovative AI assistant developed by a dedicated 

team of researchers and entrepreneurs committed to user privacy and security. YOU AI offers a range of features 

that help users find information and complete tasks more easily, with a user interface and functionality similar to 

ChatGPT (YOU, 2022).  

There have been several previous studies addressing text labeling for sentiment analysis. Generally, these 

studies employed various text labeling techniques but did not explore the use of AI assistants. The first study 

discusses sentiment analysis of the Vidio application, where text labeling was performed using VADER Lexicon 

and Inset (Gaja et al., 2023). The results showed that the accuracy achieved through the Inset process was 90%, 
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while VADER Lexicon achieved an accuracy of 73%. The second study focused on sentiment analysis of the 

PeduliLindungi application, with data labeling using VADER Lexicon (Illia et al., 2021). This study found that 

the VADER library was more effective for sentiment analysis due to its lexicon-based approach tailored for social 

media. The third study analyzed public sentiment regarding the presence of electric vehicles, with labeling 

performed using VADER Lexicon (Anwar & Permana, 2023). The results indicated that 95% of the public 

expressed positive sentiment, while the remaining 5% expressed negative sentiment toward electric vehicles. The 

fourth study compared the accuracy of data labeling using VADER Lexicon with Naïve Bayes Classifier, using a 

dataset of public sentiment toward investment applications (Amaliah & Nuryana, 2022). The results showed that 

Naïve Bayes Classifier outperformed VADER Lexicon, with an accuracy of 78% compared to 67% for VADER 

Lexicon. The fifth study focused on analyzing customer reviews, with data labeling using VADER Lexicon (Barik 

& Misra, 2024). The results revealed that the VADER Lexicon model achieved an accuracy of 98.64%. To provide 

a concise summary of previous research, the research gaps are presented in a table, as shown in Table 1. 

 

Tabel 1. Research Gap 

Research Labeling Technique 

(Gaja et al., 2023) VADER & Inset 

(Illia et al., 2021) VADER 

(Anwar & Permana, 2023) VADER 

(Amaliah & Nuryana, 2022) VADER & Naïve Bayes Classifier 

(Barik & Misra, 2024) VADER 

Present Asisten AI (Gemini & You AI) 

 

This study is essential because there is limited research on the use of AI assistants in the text labeling process. 

This research will employ the AI assistants Gemini and YOU AI for text labeling and compare these results with 

human or manual labeling and labeling using VADER. The modeling will use two algorithms: K-Nearest 

Neighbors (K-NN) and Naïve Bayes, with K-Fold Cross Validation for evaluation, to determine the performance 

of each text labeling process. The dataset used is a publicly available financial sentiment dataset downloaded from 

Kaggle.com, consisting of 500 data points. 

K-Nearest Neighbors (KNN) has several advantages, including its ability to handle noisy training data, fast 

processing performance, ease of understanding, and capability to work with large datasets (Cholil et al., 2021; 

Julianto, Kurniadi, Septiana, et al., 2023). The effectiveness of K-NN has been demonstrated by research 

(Andriana et al., 2023), which achieved an "Excellent Classification" rating. Naïve Bayes is known for its good 

performance in classification tasks because it handles small datasets well, is efficient in selecting key parameters, 

and has fast execution times (Julianto, Kurniadi, & Jr, 2023; Pebdika et al., 2023). Research (Insan et al., 2023), 

indicates that Naïve Bayes received a "Good Classification" performance rating. Based on this, the chosen 

algorithms for the classification process are K-NN and Naïve Bayes. 

 

METHOD 

The research method utilizes four stages, illustrated through the research framework, as shown in Figure 1. 
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Fig 1. Research Framework 

 

The first stage is Data Collection. The data is sourced from Kaggle.com and pertains to manually labeled 

financial sentiment, totaling 500 entries (Kaggle, 2022).  

The second stage is Text Pre-Processing. Although the dataset downloaded from Kaggle.com is already clean 

from noisy and redundant data, several Text Pre-Processing steps are still necessary to measure the performance 

of each labeling model. The tasks performed in this second stage include: 

1. Tokenize, This is the process of breaking a sentence into smaller units called tokens (Prasetya et al., 2021); 

2. Filter Stopword, This process aims to remove irrelevant or meaningless words in a sentence based on a 

stopword list (Rinandyaswara et al., 2022); 

3. Stemming, This is a process used to find the root form of a word (Albab et al., 2023); 

4. Filter Token By Length, This process limits each word that appears based on a minimum and maximum 

character threshold (Julianto et al., 2022). 

 

The third stage is Dataset Labeling. In this stage, labeling will be performed using four methods: 

1. Labeling by Human; 

2. Labeling by VADER Lexicon; 

3. Labeling by Gemini AI; 

4. Labeling by YOU AI. 

The two AI assistants function according to the following processes: 

1. Natural Language Processing (NLP): 

Tokenization: The text was broken down into individual words or tokens. 

Vectorization: Each token was transformed into a numerical representation (vector) that captured its 

meaning and context. 

Syntactic Analysis: The sentence structure was analyzed to understand the relationships between words 

2. Pattern Recognition: 

Language Model: Gemini was trained on a massive dataset of text, allowing it to learn patterns of words 

that frequently co-occurred and formed specific meanings. 

Sentiment Dictionary: Gemini possessed an internal dictionary containing words and phrases generally 

considered positive, negative, or neutral. 

Context: Gemini considered the context of the sentence and the overall text to determine a more accurate 

sentiment. For example, the word "very" could shift sentiment towards being more positive or negative 

depending on the subsequent word. 

3. Sentiment Determination: 
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Score Calculation: Gemini calculated a sentiment score for each part of the text, whether it was a word, 

phrase, or sentence. 

Aggregation: These scores were then combined to produce an overall sentiment score for the text. 

Classification: Based on the final score, Gemini would classify the text's sentiment as positive, negative, 

or neutral. 

4. Influencing Factors: 

Training Data Quality: The larger and more diverse the training data, the better Gemini's ability to 

understand nuances of language and context. 

Text Complexity: Ambiguous text, sarcasm, or informal language could make it difficult for Gemini to 

determine sentiment. 

Domain Specificity: Gemini might perform better in analyzing text from specific domains (e.g., product 

reviews, news) than others. 

The fourth stage is Model Validation. In this stage, the performance of each labeling result will be measured 

using the K-NN and Naïve Bayes algorithms, and the model validation will be conducted using K-Fold cross-

validation. The K-nearest neighbor algorithm is often used in classification. This algorithm works by grouping 

data into classes based on the nearest distance or similarity to the training data (Pratama et al., 2021). The stages 

of this algorithm are as follows : 

1. Determine the value of k; 

2. Calculate the distance between the data that will be classified against the label data; 

3. Determine the smallest value of k;  

4. Classify data based on a distance metric. 

Calculation of proximity using a distance matrix can use the following formula: 
 

 

𝑑𝑖𝑠𝑡(𝑋1,𝑋2) =  √∑ (𝑥1𝑖 − 𝑥21)𝑛
𝑖=1      (1) 

 

Naïve Bayes Algorithm is a classification method derived from the Bayes theorem, which can predict future 

opportunities based on opportunities that existed in the past (Ayuningsih et al., 2019). The equation is as follows: 

: 

𝑃(𝑋|𝑌) =  
𝑃(𝑋|𝑌)𝑃(𝑋)

𝑃(𝑌)
                (2) 

 
The fourth stage is Evaluation. In this stage, the accuracy of each model will be assessed to determine which 

model has the best performance. 

 

RESULT 

The first stage results in a dataset obtained from Kaggle.com, which contains manually labeled financial 

sentiment data, totaling 500 entries. This dataset is presented in the form of a table, as shown in Table 2 

. 

 Table 2. Dataset 

No Tweet Label 

1 ChatGPT: Optimizing Language Models for Dialogue 

https://t.co/K9rKRygYyn @OpenAI 

Neutral 

2 Try talking with ChatGPT, our new AI system which is optimized for 

dialogue. Your feedback will help us improve it. 

https://t.co/sHDm57g3Kr 

Positive 

3 ChatGPT: Optimizing Language Models for Dialogue 

https://t.co/GLEbMoKN6w #AI #MachineLearning #DataScience 

#ArtificialIntelligence\n\nTrending AI/ML Article Identified &amp; 

Digested via Granola; a Machine-Driven RSS Bot by Ramsey 

Elbasheer https://t.co/RprmAXUp34 

Neutral 

4 THRILLED to share that ChatGPT, our new model optimized for 

dialog, is now public, free, and accessible to everyone. 

https://t.co/dyvtHecYbd https://t.co/DdhzhqhCBX 

https://t.co/l8qTLure71 

Positive 

5 As of 2 minutes ago, @OpenAI released their new ChatGPT. \n\nAnd 

you can use it right now ðŸ‘‡ https://t.co/VyPGPNw988 

https://t.co/cSn5h6h1M1 

Negative 

6 Just launched ChatGPT, our new AI system which is optimized for 

dialogue: https://t.co/ArX6m0FfLE.\n\nTry it out here: 

Positive 

https://doi.org/10.33395/sinkron.v8i4.13950


 

Sinkron : Jurnal dan Penelitian Teknik Informatika 
Volume 8, Number 4, October 2024 

DOI : https://doi.org/10.33395/sinkron.v8i4.13950 

e-ISSN : 2541-2019 
 p-ISSN : 2541-044X 

 

 

*name of corresponding author 

 
This is an Creative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License. 2129 

 

https://t.co/YM1gp5bA64 

… …  

499 I've seen enough. ChatGPT + Beanie Babies = Profit. DM me to 

invest\n\nhttps://t.co/wVEanJHhUZ 

Negative 

500 I need someone to tell me whether providing feedback on ChatGPT is 

bringing the apocalypse closer or pushing it further away. 

Negative 

 

The dataset has two attributes: Tweet and Label. It is free from noisy data and missing values, as verified 

when the dataset was imported into RapidMiner. The statistical analysis from RapidMiner shows that there are 0 

missing values, with 143 positive labels, 79 negative labels, and 277 neutral labels. The statistical results from 

RapidMiner are presented as shown in Figure 2. 

 

 
Fig 2. Statistics Data  

 
 Next, since the dataset does not contain any missing values or noisy data, the work can proceed to the 

subsequent stages. 

 

The second stage results in a dataset that is ready for performance evaluation, having undergone Text Pre-

Processing steps including Tokenization, Stemming, Stopword Filtering, and Filtering Tokens by Length. The 

Text Pre-Processing was performed using RapidMiner. The modeling process is presented as shown in Figure 3 

.  

 

 
Fig 3. Text Pre-Processing 

 

After the modeling process shown in Figure 3, the results of the Text Pre-Processing are presented as shown 

in Figure 4.. 
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Fig 4. Hasil Text Pre-Processing 

 

Figure 4 shows that each sentence in the dataset is broken down into words, or tokens. These tokens are 

transformed into attributes, so the initial dataset with 2 attributes now has 2,153 attributes. With this result, the 

dataset is now ready to proceed to the next stage. 

 

The third stage produces a dataset that has been labeled by humans, VADER, Gemini AI, and YOU AI. Human 

labeling has already been completed, as the dataset obtained from Kaggle was manually labeled. The labeling 

using VADER was performed using RapidMiner, which includes the VADER operator. The modeling process is 

displayed as shown in Figure 5..  

 
Fig 5. VADER Labeling Model 

 

Extract Sentiment is an operator provided by RapidMiner, which includes an option to use VADER. The 

results of this modeling process are presented as shown in Figure 6. 

 

 
Fig 6. VADER Labeling Model Result 

 

The labeling results can be seen in the Score attribute. If the value is >= 0.05, it is classified as positive; if 

<= -0.05, it is classified as negative; and if = 0, it is classified as neutral (Asri et al., 2022). Based on the modeling 
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results, there are 239 positive labels, 86 negative labels, and 174 neutral labels. The next labeling process uses 

Gemini AI, which was performed directly on the Gemini AI website. The labeling process is presented as shown 

in Figure 7. 

 

 
Fig 7. Labeling by Gemini AI 

 

This labeling process results in 151 positive labels, 125 negative labels, and 223 neutral labels. The command 

used during labeling was “Please provide a Positive, Negative, or Neutral label for each of the following 

sentences.” The final labeling process uses YOU AI. Similarly to Gemini AI, labeling was conducted on the YOU 

AI website. The labeling process is presented as shown in Figure 8..  

 

 
Fig 8. Labeling by YOU AI 

 

The YOU AI used is the standard version, which has a limit of 50 data points per labeling session. Therefore, 

the labeling process was divided into 10 sessions to cover the full 500 data points. The command given for labeling 

was the same as that used with Gemini AI. Labeling with YOU AI resulted in 211 positive labels, 135 negative 

labels, and 153 neutral labels.  

The fourth stage produces performance metrics for each dataset. Modeling was conducted using RapidMiner 

with the Naïve Bayes and K-NN algorithms, and validation was performed using K-Fold Cross Validation. The 

modeling process is presented as shown in Figure 9. 
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Fig 9. Performance Testing Modeling 

 

Performance testing for each dataset uses the same modeling and operators, with only the dataset being swapped 

out. The results of the model performance testing are presented as shown in Table 3.. 

Table 3. Result Performance Test 
No Dataset K-NN Naïve Bayes 

Accuracy Kappa Accuracy Kappa 

1 Labeling (Human) 61.12% 0.219 55.11% 0.210 

2 Labeling (VADER) 48.51% 0.207 54.29% 0.245 

3 Labeling (Gemini AI) 53.71% 0.240 48.30% 0.203 

4 Labeling (YOU AI) 44.30% 0.163 48.91% 0.219 

 

Both AI Assistants employ natural language processing techniques to convert text into machine-readable 

data. With this data, the AI Assistants can compare the text to previously learned patterns. The results of this 

comparison are then used to determine whether the text contains positive, negative, or neutral sentiment. Pattern 

recognition is the differentiating factor between the two AI Assistants. The pattern recognition referred to here 

includes language models, sentiment dictionaries, and context. Each AI Assistant has a different pattern 

recognition approach, which will affect the accuracy of sentiment assignment. Ultimately, the AI Assistant that 

provides sentiment closest to or identical to human labeling will be the best choice. Gemini AI exhibited a superior 

accuracy performance of 53.71% compared to YOU AI using the K-NN algorithm, likely due to Gemini's more 

advanced pattern recognition capabilities. 

 

CONCLUSION 

The research results indicate that alternative labeling methods using AI assistants like Gemini and YOU AI for 

sentiment analysis are feasible, as the performance test results do not show significant differences compared to 

human labeling. The best performance was achieved with human labeling using the K-Nearest Neighbour 

algorithm, yielding an Accuracy of 61.12% and a Kappa value of 0.219. This study primarily focuses on comparing 

the performance of each labeling method, suggesting that future research could aim to enhance the achieved 

performance and explore the use of additional AI assistants.. 

 

REFERENCES  

Ahmad, A., & Gata, W. (2022). Sentimen Analisis Masyarakat Indonesia di Twitter Terkait Metaverse dengan 

Algoritma Support Vector Machine. Jurnal JTIK (Jurnal Teknologi Informasi Dan Komunikasi), 6(4), 548–

555. https://doi.org/10.35870/jtik.v6i4.569 

Albab, M. U., P, Y. K., & Fawaiq, M. N. (2023). Optimization of the Stemming Technique on Text preprocessing 

President 3 Periods Topic. Jurnal TRANSFORMATIKA, 20(2), 1–10. 

Amaliah, F., & Nuryana, I. K. D. (2022). Perbandingan Akurasi Metode Lexicon Based Dan Naive Bayes 

Classifier Pada Analisis Sentimen Pendapat Masyarakat Terhadap Aplikasi Investasi Pada Media Twitter. 

Journal of Informatics and Computer Science, 3(3), 384–393. 

Andriana, H., Hilabi, S. S., & Hananto, A. (2023). Penerapan Metode K-Nearest Neighbor pada Sentimen Analisis 

Pengguna Twitter Terhadap KTT G20 di Indonesia. JURIKOM (Jurnal Riset Komputer), 10(1), 60–67. 

https://doi.org/10.30865/jurikom.v10i1.5427 

Anwar, M. T., & Permana, D. A. (2023). Analisis Sentimen Masyarakat Indonesia Terhadap Produk Kendaraan 

Listrik Menggunakan VADER. Jurnal Teknik Informatika Dan Sistem Informasi, 10(1), 783–792. 

 

Asri, Y., Suliyanti, W. N., Kuswardani, D., & Fajri, M. (2022). Pelabelan Otomatis Lexicon Vader dan Klasifikasi 

Naive Bayes dalam menganalisis sentimen data ulasan PLN Mobile. PETIR: Jurnal Pengkajian Dan 

Penerapan Teknik Informatika, 15(2), 264–275. 

https://doi.org/10.33395/sinkron.v8i4.13950


 

Sinkron : Jurnal dan Penelitian Teknik Informatika 
Volume 8, Number 4, October 2024 

DOI : https://doi.org/10.33395/sinkron.v8i4.13950 

e-ISSN : 2541-2019 
 p-ISSN : 2541-044X 

 

 

*name of corresponding author 

 
This is an Creative Commons License This work is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License. 2133 

 

Ayuningsih, K., Sari, Y. A., & Adikara, P. P. (2019). Klasifikasi Citra Makanan Menggunakan HSV Color 

Moment dan Local Binary Pattern dengan Naïve Bayes Classifier. Jurnal Pengembangan Teknologi 

Informasi Dan Ilmu Komputer (J-PTIIK) Universitas Brawijaya, 3(4), 3166–3173. 

Barik, K., & Misra, S. (2024). Analysis of customer reviews with an improved VADER lexicon classifier. Journal 

of Big Data, 11(10), 1–29. https://doi.org/10.1186/s40537-023-00861-x 

Cholil, S. R., Handayani, T., Prathivi, R., & Ardianita, T. (2021). Implementasi Algoritma Klasifikasi K-Nearest 

Neighbor (KNN) Untuk Klasifikasi Seleksi Penerima Beasiswa. IJCIT (Indonesian Journal on Computer 

and Information Technology), 6(2), 118–127. 

Gaja, M. Y. R., Maulana, I., & Komarudin, O. (2023). Analisis Sentimen Opini Pengguna Aplikasi Vidio pada 

Ulasan Playstore Menggunakan Algoritma Naive Bayes. JATI (Jurnal Mahasiswa Teknik Informatika), 7(4), 

2767–2774. 

Illia, F., Eugenia, M. P., & Rutba, S. A. (2021). Sentiment Analysis on PeduliLindungi Application Using 

TextBlob and VADER Library. The 1 International Conference on Data Science and Official Statistics 

(ICDSOS), 278–288. 

Insan, M. K., Hayati, U., & Nurdiawan, O. (2023). Analisis Sentimen Aplikasi Brimo Pada Ulasan Pengguna Di 

Google Play Menggunakan Algoritma Naive Bayes. JATI (Jurnal Mahasiswa Teknik Informatika), 7(1), 

478–483. 

Julianto, I. T., Kurniadi, D., & Jr, B. B. B. (2023). Enhancing Sentiment Analysis With Chatbots : A Comparative 

Study Of Text Pre-Processing. JUTIF, 4(6), 1419–1430. 

Julianto, I. T., Kurniadi, D., Nashrulloh, M. R., & Mulyani, A. (2022). Comparison Of Classification Algorithm 

And Feature Selection in Bitcoin Sentiment Analysis. JUTIF, 3(3), 739–744. 

Julianto, I. T., Kurniadi, D., Septiana, Y., & Sutedi, A. (2023). Alternative Text Pre-Processing using Chat GPT 

Open AI. Janapati, 12(1), 67–77. https://wjaets.com/content/artificial-intelligence-ai-based-chatbot-study-

chatgpt-google-ai-bard-and-baidu-ai 

Kaggle. (2022). Financial Sentiment Analysis. Kaggle.Com. https://www.kaggle.com/datasets/sbhatti/financial-

sentiment-analysis 

Pebdika, A., Herdiana, R., & Solihudin, D. (2023). Klasifikasi Menggunakan Metode Naive Bayes Untuk 

Menentukan Calon Penerima PIP. JATI (Jurnal Mahasiswa Teknik Informatika), 7(1), 452–458. 

Prasetya, A., Ferdiansyah, F., Kunang, Y. N., Negara, E. S., & Chandra, W. (2021). Sentiment Analisis Terhadap 

Cryptocurrency Berdasarkan Comment Dan Reply Pada Platform Twitter. Journal of Information Systems 

and Informatics, 3(2), 268–277. https://doi.org/10.33557/journalisi.v3i2.124 

Pratama, A. Y., Umaidah, Y., & Voutama, A. (2021). Analisis Sentimen Media Sosial Twitter Dengan Algoritma 

K-Nearest Neighbor dan Seleksi Fitur Chi-Square (Kasus Omnibus Law Cipta Kerja). Sains Komputer & 

Informatika, 5(2), 897–910. https://tunasbangsa.ac.id/ejurnal/index.php/jsakti/article/view/386/365 

Rinandyaswara, R., Sari, Y. A., & Furqon, M. T. (2022). Pembentukan Daftar Stopword Menggunakan Term 

Based Random Sampling Pada Analisis Sentimen Dengan Metode Naïve Bayes ( Studi Kasus : Kuliah 

Daring Di Masa Pandemi ). Jurnal Teknologi Informasi Dan Ilmu Komputer (JTIIK), 9(4), 717–724. 

https://doi.org/10.25126/jtiik.202294707 

Sekarwati, R. A., Sururi, A., Rakhmat, Arifin, M., & Wibowo, A. (2021). Survei Metode Pengujian Chatbot pada 

Media Sosial untuk Mengukur Tingkat Akurasi. JURNAL SISFOTENIKA, 11(2), 172–182. 

Surbakti, A. Q., Hayami, R., & Al Amien, J. (2021). Analisa Tanggapan Terhadap Psbb Di Indonesia Dengan 

Algoritma Decision Tree Pada Twitter. Jurnal CoSciTech (Computer Science and Information 

Technology), 2(2), 91-97. 

Telnoni, P. A., Suryatiningsih, & Rosely, E. (2020). Pelabelan Data Dengan Latent Dirichlet Allocation dan K-

Means Clustering pada Data Twitter Menggunakan Bahasa Indonesia Data Labeling using Latent Dirichlet 

Allocation and K-Means Clustering on Indonesian-Based Twitter. Jurnal Elektro Telekomunikasi Terapan 

(JETT), 7(2), 885–892. 

YOU. (2022). You Asisstant AI. You.Com. 

 
 

 

 

https://doi.org/10.33395/sinkron.v8i4.13950

