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Abstract: This study aims to analyse the sentiment of Twitter users towards the 

Public Housing Savings, known locally as Tapera (Tabungan Perumahan Rakyat) 

policy in Indonesia using the Support Vector Machine (SVM) algorithm optimised 

by Particle Swarm Optimization (PSO). In recent years, social media has emerged 

as a primary platform for individuals to express their views and opinions on public 

policies. The government programme, Tapera, which was designed to increase 

access to housing for the public, attracted considerable attention, with a range of 

responses, including both positive and negative sentiments. The methodology 

employed in this study comprised the collection of data from Twitter, the processing 

of text, and the application of SVM-based classification techniques, reinforced by 

PSO, with the objective of enhancing the accuracy and efficiency of the model. The 

results demonstrated that the PSO-optimised SVM model exhibited an accuracy of 

85%, accompanied by an Area Under Curve (AUC) value of 0.84 and a ROC curve 

that indicated the model's notable capacity for differentiating between positive and 

negative sentiments. These findings indicate the existence of certain sentiment 

patterns that can be utilised for the evaluation and improvement of Tapera policies. 

In conclusion, this research is expected to provide a comprehensive picture of the 

public response to the Tapera policy and present an analytical model that can be 

applied to evaluate other policies. Further research is recommended to expand data 

coverage and develop algorithms to achieve more accurate results. 
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INTRODUCTION 

The Policy on Public Housing Savings, known locally as Tapera (Tabungan Perumahan Rakyat) is one of the 

strategic initiatives launched by the Indonesian government with the noble intention of addressing the problem of 

home ownership for the community. One possible way to provide housing finance, especially for low-income 

people, is through the Public Housing Savings (Asril, Rifai, & Shebubakar, 2022). 

The Tapera programme offers participants the opportunity to make periodic deposits over a specified period 

of time. These deposits can be utilized for housing finance and/or returned after participation ends, along with the 

resulting interest (Undang-Undang Republik Indonesia Nomor 4 Tahun 2016 Tentang Tabungan Perumahan 

Rakyat, n.d.). It is hoped that Tapera can provide a solution for Indonesian citizens to obtain housing finance 

(Putra, Fahmi, & Taruc, 2020). 

The Tapera Law represents the government's commitment to ensuring the fulfillment of people's basic needs 

by providing housing as part of their rights (Tania, Novienco, & Sanjaya, 2021). Since the passing of the Tapera 

Law on 23 February 2016, a number of questions have been raised by the public, both in terms of formalities and 

materials. In 2020, amidst challenging economic, social, and health conditions, the government issued the PP 

Tapera as the implementing regulation for Tapera Law Number 4 of 2016 on 20 May 2020. Some members of the 

public felt that the implementation of PP Tapera at that time might not have been the most appropriate given the 

impact of the pandemic on purchasing power (Tania et al., 2021). 

On 20 May 2024, President Joko Widodo issued a new regulation regarding contributions to the Public 

Housing Savings Programme (Tapera) through Government Regulation Number 21 of 2024 (Indonesia, n.d.). The 

contribution is set at 3 per cent of the worker's salary, with 0.5 per cent borne by the employer and 2.5 per cent by 

the worker, while self-employed workers bear the entire contribution. It would be greatly appreciated if employers 
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could kindly deposit Tapera contributions every month, no later than the 10th of the following month, into the 

Tapera Fund Account. 

The paucity of information and socialisation received by the public has resulted in a range of responses. One 

issue is the lack of clarity regarding the management and investment of the programme's funds, which gives rise 

to concerns about its compatibility with the public interest. Furthermore, the absence of transparency regarding 

the benefits, requirements, and performance of the Tapera programme has instilled a sense of apprehension among 

the public regarding the programme's operational specifics. Nevertheless, there are a number of individuals who 

endorse the policy, as they believe it will assist workers, particularly those with low incomes, to gain access to 

affordable credit with fixed interest rates and flexible repayment terms. Despite the programme's laudable 

objectives, its implementation is not without challenges and intricate social dynamics. It is therefore crucial to gain 

insight into how the general public responds to this policy in order to identify potential avenues for improvement 

and optimise programme implementation. 

It is of great importance to analyse the prevailing sentiment within the community with regard to the issues 

that are currently under discussion, as this can prove invaluable in the formulation of effective policy (Fatouros, 

Soldatos, Kouroumali, Makridis, & Kyriazis, 2023). The response of the community to this policy may be 

indicative of the level of acceptance, trust, and participation in the programme. In the absence of a comprehensive 

understanding, it may prove challenging to implement effective and targeted policy adjustments. 

Sentiment analysis, otherwise known as opinion mining, is a field of textual data management that studies 

people's opinions, sentiments, evaluations, behaviours and emotions, which can be used as evaluation materials 

(Rachmi, Suparni, & Kaafi, 2021)(Kristiyanti, Kaafi, Purwaningsih, Nurelasari, & Nisa, 2023)(Sarirete, 2021)(Md 

Suhaimin et al., 2023). While some previous studies (Hendrastuty et al., 2021)(Kaafi et al., 2012)(Asro’i & 

Februariyanti, 2022)(Sasmito Aribowo, 2018)(Kurniawan & Waluyo, 2022)(Anggraini & Utami, 

2021)(Supriyanto, Alita, & Isnain, 2023)(Arsi, Wahyudi, & Waluyo, 2021) have successfully applied sentiment 

analysis in the context of public policy and public services, research on the sentiment analysis of housing policies 

such as Tapera remains relatively limited. 

  

LITERATURE REVIEW 

Previous research has employed the Support Vector Machine (SVM) method and TF-IDF feature extraction to 

analyse public sentiment towards the lockdown policy implemented by the Jakarta government during the ongoing 

Coronavirus Disease 2019 (Covid-19) pandemic. Of the 1,377 Indonesian tweets analysed, 68.75% expressed a 

positive sentiment, while 31.25% conveyed a negative one. The SVM model demonstrated a 74% accuracy rate, 

75% precision, 92% recall, and an 83% F1-score. The study concluded that the method is an effective means of 

classifying public sentiment and recommended the utilisation of optimisation algorithms, such as Firefly, to 

enhance the accuracy of the classification process (Rahman Isnain, Indra Sakti, Alita, & Satya Marga, 2021). 

Another study employed the Naive Bayes classification method to analyse the sentiment surrounding the 

Indonesian government's 'New Normal' policy during the ongoing pandemic. This study employed Indonesian 

tweet data collected between 6 July 2020 and 25 July 2020. The application of TF-IDF and N-Gram feature 

extraction techniques yielded the highest accuracy of 84% when Naive Bayes was used with Trigram type N-

Grams, with precision, recall, and F1-Score at 84%, 86%, and 85%, respectively. The results demonstrate that the 

Naive Bayes algorithm with N-Gram feature extraction exhibits robust performance in classifying public sentiment 

regarding the government's New Normal policy (Marga, 2022). 

The following research project analyses public sentiment on Twitter regarding the handling of the Coronavirus 

Disease 2019 (Covid-19) in Indonesia using the Naive Bayes Classification method. The data set comprised 10,000 

tweets published between 5 and 7 October 2020, with the content related to the implementation of the PSBB, the 

use of mandatory masks, and the imposition of curfews. The results of the analysis indicate that the majority of 

public responses are negative towards the handling of the Corona Virus Disease 2019 (COVID-19) pandemic, 

particularly with regard to the implementation of the Policy for Containment and Management of the Corona Virus 

Disease 2019 (PSBB), the use of mandatory masks, and the imposition of curfews. The Naive Bayes classification 

method demonstrated an accuracy rate of 87.34%, a sensitivity of 93.43%, and a specificity of 71.76%. 

Additionally, the visualisation of the classification results illustrated the frequency of the most frequently occurring 

words and a word cloud depicting the words with the highest frequency from the positive and negative sentiments 

(Naraswati et al., 2021). 

The following section presents the findings of a sentiment analysis of public opinion regarding the Kampus 

Merdeka programme on the social media platform Twitter. The Naive Bayes Classifier algorithm was employed 

for this purpose. The data was obtained from the tweets and retweets of Twitter users between November 2021 

and March 2022. The analytical process comprises the following steps: data collection, text preprocessing, TF-

IDF calculation, Naive Bayes algorithm implementation, and k-fold cross-validation. The results of the analysis 

demonstrate that the classification of positive and negative sentiments exhibits an accuracy of 60%, with the k-

fold cross-validation approach yielding the highest level of accuracy. The results are presented in the form of a 
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word cloud, which illustrates the key words associated with positive and negative sentiments. Although the 

accuracy results of the Naive Bayes Classifier algorithm are relatively low, evaluation with the k-fold cross-

validation method is effective enough to yield maximum accuracy results (Febriyani & Februariyanti, 2023).  

This research compares the performance of Random Forest and Support Vector Machine (SVM) models in flood 

classification in Jakarta , which is often affected by high rainfall phenomena and geographical factors that 

exacerbate the risk of inundation. Based on Jakarta flood data from 2016 to 2020 obtained from Kaggle, this study 

applies the stages of data acquisition, pre-processing, classification, and evaluation. Models were evaluated using 

accuracy, precision, recall, and F1-score, with Random Forest showing a more stable performance than SVM on 

various evaluation metrics. Random Forest's advantage comes from its ensemble approach which results in more 

consistent classification performance and is computationally efficient, especially on large datasets. SVM requires 

more careful parameter tuning to achieve optimal performance but proves more sensitive to data changes. These 

findings suggest that Random Forest is more reliable for flood classification under various data conditions. This 

research recommends adding additional variables such as drainage capacity, land use pattern, and elevation data 

to improve the accuracy and robustness of the model in predicting flood events(Purwati & Pristyanto, 2024). 

 

METHOD 

This research project is concerned with the examination of public opinion about Tapera through the utilisation 

of Twitter data. The data employed were Indonesian tweets, encompassing mentions, replies, likes, and retweets. 

In order to facilitate the collection and analysis of the data, the researcher implemented a series of methodological 

procedures. Figure 1 below will illustrate the methodological steps taken in the research framework: 

 

 
 

Fig. 1 The Research Framework 

 

1. Dataset Collection: The data was collected using data crawling techniques. The researcher extracted 8,546 

tweets from the beginning of June 2024 with the keywords 'Tapera' or 'TAPERA' in Indonesian on Twitter, 

then saved the data in a .csv file for analysis. 

2. Pre-processing 

This process aims to structure the data into a more structured format, which includes: 

a. The cleaning process involved the following steps: The tweet text was cleaned by removing any 

superfluous characters, including HTML, URLs, emojis, mentions, hashtags, as well as slang words 

drawn from Indonesian vocabulary. 

b. The next stage of the process is case folding. The entire text is converted to standard format (lower case). 

c. Stemming is the process of reducing a word's lexical complexity by removing affixes, thereby identifying 

the base word. The function removes affixes in order to identify the base word. 

d. The process of tokenisation involves the division of text into discrete units, or tokens, which are then 

subjected to further analysis. The process of dividing the tweet text into specific units of meaning, known 

as "tokens." 

e. The process of stopword removal is as follows: The removal of superfluous words (stopwords), including 

"and," "or," and "then," is also a necessary step. 

3. The labelling of each word that has been separated during the pre-processing stage is used to determine the 

polarity of the word. A list of Indonesian opinion words was employed to identify positive and negative words. 

Tweets with a greater number of positive words were assigned a value of +1, while those with a greater number 

of negative words were assigned a value of -1. 

4. Implementation: The sentiment analysis process was performed using the Support Vector Machine (SVM) 

classification algorithm, with the application of Particle Swarm Optimisation to generate the most accurate 

patterns. 
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5. Validation and Evaluation of Results Validation was conducted in 10 sections, with training and testing 

processes 10 times. The results and accuracy were assessed using confusion matrix and ROC curve to estimate 

the AUC results. The confusion matrix is used to evaluate the classification model, and the ROC curve 

evaluates the prediction results by displaying the classification performance based on the class distribution. 

 

RESULT 

The datasets comprising the Twitter conversation corpus pertaining to the keyword 'Tapera' in Indonesian were 

collated through the utilisation of the Python programming language, in conjunction with the Twitter API 

Authentication. The results of the data set retrieval are presented in Table 1. 

 

Table 1. Dataset Collection 
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From the entire dataset, comprising 8,546 tweet samples with the keyword 'Tapera' on the Twitter social media 

platform, a text preprocessing stage was conducted. The preprocessing stage comprises a number of steps, 

including cleaning, case folding, stemming, tokenisation and stopword removal. The objective of this pre-

processing stage is to transform the raw data into a more structured and refined format. The outcomes of the pre-

processing stage are presented in Table 2. 

 

Table 2. The results of the pre-processing 

 

Text Text 

Cleaning 

Text Case 

Folding 

Text 

Stemming 

Text 

Tokenizing 

Text 

Stopword / 

Normalization 

Text 

Filtering 

Gotong royong 

nyumbang 

koruptor 

@BP_Tapera 

Gotong 

royong 

nyumbang 

koruptor  

gotong 

royong 

nyumbang 

koruptor 

tapera 

[gotong, 

royong, 

nyumbang, 

koruptor, 

tapera] 

[gotong, 

royong, 

nyumbang, 

koruptor, 

tapera] 

[gotong, 

royong, 

nyumbang, 

koruptor, 

tapera] 

[gotong, 

royong, 

nyumbang, 

koruptor, 

tapera] 

Yg ikut Tapera 

sekarang 50 

THN nanti sdh 

koit ... 

Yg ikut 

Tapera 

sekarang 50 

THN nanti 

sdh koit ... 

yg ikut 

tapera 

sekarang 

thn nanti 

sdh koit 

sem... 

[yg, ikut, 

tapera, 

sekarang, 

thn, nanti, 

s... 

[yg, ikut, 

tapera, 

sekarang, 

thn, nanti, 

sdh, ... 

[yang, ikut, 

tapera, 

sekarang, 

tahun, nanti, 

s... 

[tapera, koit, 

hasil, tapera, 

beli, tanah, 

meter] 

Lowongan 

pekerjaan baru 

dan banyak 

dibutuhkan:... 

Lowongan 

pekerjaan 

baru dan 

banyak 

dibutuhkan:... 

lowongan 

pekerjaan 

baru dan 

banyak 

dibutuhkan 

... 

[lowong, 

kerja, baru, 

dan, 

banyak, 

butuh, 

debt... 

[lowong, 

kerja, baru, 

dan, 

banyak, 

dibut... 

[lowong, kerja, 

baru, dan, 

banyak, dibut... 

[lowong, 

kerja, butuh, 

debt, 

collector, 

tapera] 

@tanyakanrl 

murder karna 

nolak tapera 

murder karna 

nolak tapera 

murder 

karna 

nolak 

tapera 

[murder, 

karna, 

nolak, 

tapera] 

[murder, 

karna, 

nolak, 

tapera] 

[murder, 

karena, nolak, 

tapera] 

[murder, 

nolak, 

tapera] 

@Aryprasetyo85 

Aturan Tapera 

tdk cocok buat 

pe... 

Aturan 

Tapera tdk 

cocok buat 

pe... 

aturan 

tapera tdk 

cocok buat 

pekerja 

[atur, 

tapera, tdk, 

cocok, 

buat, kerja, 

swas... 

[atur, 

tapera, tdk, 

cocok, 

buat, 

[atur, tapera, 

tidak, cocok, 

buat, pekerja, 

... 

[atur, tapera, 

cocok, kerja, 

swasta, 

outsourci... 



 

Sinkron : Jurnal dan Penelitian Teknik Informatika 

Volume 9, Number 1, January 2025 

DOI : https://doi.org/10.33395/sinkron.v9i1.14227 

e-ISSN : 2541-2019 

 p-ISSN : 2541-044X 
 

 

*name of corresponding author 

 
This is anCreative Commons License This work is licensed under a Creative 
Commons Attribution-NonCommercial 4.0 International License. 172 

 

swasta 

ap... 

pekerja, 

sw... 

 

The Inset Lexicon method, which employs a positive dictionary, a negative dictionary and an Indonesian 

lexicon, represents a particular approach to dictionary-based sentiment analysis. This method is based on a list of 

words or phrases (lexicon) that have been classified as positive, neutral or negative, and which are used to 

determine the sentiment polarity in the text. Following the preprocessing stage, each word in the text is matched 

against the positive and negative dictionaries. In the event that a word is identified within the positive dictionary, 

it will be designated as positive. Conversely, if the word is found in the negative dictionary, it will be labelled as 

negative. Once all the words have been labelled, the sentiment score is calculated by subtracting the number of 

words classified as negative from the number of words classified as positive. For example, if the text contains a 

greater number of positive words, it is deemed to possess a positive sentiment; conversely, if it comprises a greater 

number of negative words, it is considered to have a negative sentiment. In the event that the calculated sentiment 

score is an even number, the text is deemed to evince a neutral sentiment. The classification of the text as a whole 

as positive, negative, or neutral will be based on the calculated sentiment score. The results of the pre-processing 

are presented in Table 3 and Figure 3. 

 

Table 3. Sentiment Polarity 

Text Filtering Polarity Score Indonesia Sentiment 

[gotong, royong, nyumbang, koruptor, tapera] 0 Neutral 

[tapera, koit, hasil, tapera, beli, tanah, meter] -3 Negative 

[lowong, kerja, butuh, debt, collector, tapera] -3 Negative 

[murder, nolak, tapera] 0 Neutral 

[atur, tapera, cocok, kerja, swasta, outsourci... 3 Positive 

... ... ... 

[hidihhh, jam, gin, set, ngelewatin, banjiirr,... -2 Negative 

[kritik, mah, kritik, bro, opini, lo, dicounte... -38 Negative 

[demo, buruh, iur, tapera, laku] -3 Negative 

[rk, tapera, mas, rakyat] 0 Neutral 

[jam, set, pagi, ngelewatin, banjir, moga, lab... 4 Positive 

 

 
Fig 3. Sentiment Graph 

 

 
Fig 4. Word Cloud & Word Frequency 
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             Fig 5. Positive Word Cloud            Fig 6. Neutral Word Cloud           Fig 7. Negative Word Cloud 

 

In the visualisation of Fig 4, the word cloud presents the most frequently occurring words within the dataset of 

tweets pertaining to the subject of 'Tapera'. The size of the word in the word cloud is indicative of its frequency of 

occurrence within the text, whereby larger words are associated with a higher frequency. Furthermore, the word 

frequency graph on the right illustrates the distribution of occurrences of the most frequently used words. The term 

"tapera" is the most frequently occurring word, with a total of 5,522 instances, followed by the word "people," 

which has 1,273 occurrences, and the word "government," which has 919 instances. This suggests that the subject 

of Tapera is closely associated with matters pertaining to the general public, the government, and other public 

policies. The visualisation offers an overview of the words that are most prevalent in Twitter conversations about 

Tapera. The high frequency of the words 'tapera', 'people', and 'government' suggests that this topic is closely 

related to public policies that have a significant impact on the general public. 

Figure 5 presents the positive word cloud, which comprises solely those words that evince positive sentiment. 

The most salient words in the dataset, exhibiting positive sentiment, are "tapera," "house," and "people." This 

indicates that discussions concerning houses and the welfare of the general public are characterised by a positive 

sentiment, which may signify a sense of optimism or gratitude among some users. This visualisation highlights 

that positive conversations about Tapera frequently pertain to constructive matters, such as housing for the people 

and beneficial policies. 

Figure 6 depicts the neutral word cloud, which reveals that words such as 'tax', 'deduct' and 'salary' appear with 

high frequency. This suggests that people have a neutral or ambiguous perception of the financial aspects of the 

programme. It is evident that the issue of payroll deductions for Tapera contributions is a significant consideration 

for many individuals. 

Figure 7 depicts the negative word cloud, which encompasses terms with negative associations, including "cut," 

"government," "work," and "salary." The recurrence of these terms in the context of negative sentiment suggests 

that a subset of users may be discontented or dissatisfied with aspects of the Tapera policy, particularly those 

pertaining to salary reductions or other elements perceived as detrimental. The aforementioned negative word 

cloud indicates that the primary source of discontent with Tapera often pertains to the reduction of income or 

perceived inequities in its implementation. This offers valuable insights for policymakers seeking to comprehend 

the underlying reasons for public resistance or criticism. 

Following the labelling process, a prediction analysis was conducted using the Support Vector Machine (SVM) 

algorithm with the application of Particle Swarm Optimization (PSO) to produce the optimal pattern with high 

accuracy. The algorithm was tested in 10 parts, with the training and testing process repeated 10 times. The results 

and accuracy were assessed using a confusion matrix and a receiver operating characteristic (ROC) curve to 

estimate the area under the curve (AUC) results. The confusion matrix is used to evaluate the classification model, 

and the ROC curve evaluates the prediction results by displaying the classification performance based on the class 

distribution. 

Table 4. Classification Report SVM 

 precision     recall   f1-score    support 

Negative        0.88 0.93       0.91        507 

Neutral        0.74       0.56       0.63        131 

Positive        0.82        0.84        0.83        216 

 

accuracy  0.85 854 

macro avg 0.81 0.78 0.79 854 

weighted avg 0.84 0.85 0.85 854 

 

Table 4 illustrates the efficacy of the sentiment classification model with three distinct classes. The 

classification is divided into three categories: negative, neutral, and positive. The model demonstrates high 

precision in the negative (0.88) and positive (0.82) classes, but lower precision in the neutral class (0.74). The 

highest recall was observed for the negative class (0.93), while the neutral class recall was only 0.56, indicating 

that a considerable number of neutral instances were misclassified. The F1-score demonstrated a favourable 
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balance for the negative (0.91) and positive (0.83) classes, but a less optimal outcome for the neutral class (0.63). 

The overall accuracy of the model was 0.85, and the weighted average of precision and recall was also close to 

0.85, indicating a commendable performance on classes with a larger support base. However, there is a clear 

necessity for improvement in the detection of neutral sentiment. 

 

                          
Fig 8. ROC Curve (Optimized SVM)                                     Fig 9. Confusion Matrix (Optimized SVM)  

 

Fig 8. The receiver operating characteristic (ROC) curve is a tool used for the evaluation of classification models 

in terms of their performance. In this ROC curve, the x-axis depicts the false positive value, also known as 

sensitivity, while the y-axis represents the true positive value. The dotted diagonal line on the ROC curve serves 

as a baseline against which the performance of the model can be evaluated. This indicates how the model would 

perform if predictions were made randomly. The yellow ROC curve represents the performance of the tested 

model. A model that performs well in distinguishing between positive and negative classes will be situated closer 

to the upper left corner. The AUC (Area Under Curve) of 0.841 indicates that the model demonstrates a relatively 

high degree of accuracy in predicting the class. An AUC value approaching 1.0 indicates that the model exhibits 

excellent performance, demonstrating the capacity to minimise prediction errors in the detection of both false 

positives and false negatives.  

Figure 9 presents a classification result that offers a more granular insight into the number of accurate and 

erroneous predictions made by the model. The matrix illustrates the model's predictions for the three sentiment 

classes: The three categories are negative, neutral, and positive. The rows of the confusion matrix represent the 

actual labels derived from the data set, while the columns represent the labels predicted by the model. A total of 

472 instances with negative actual labels were correctly predicted as negative, while 29 instances with neutral 

actual labels were predicted as negative. In contrast, 73 neutral instances were correctly predicted as neutral. Of 

the 181 instances with positive actual labels, 157 were correctly predicted as positive, while only 24 were 

incorrectly predicted as negative and 11 as neutral. 

From the confusion matrix, it can be seen that the model performs well in predicting the negative and positive 

classes, with relatively low prediction errors. However, there is some confusion in predicting the neutral class, 

with 29 instances incorrectly predicted as negative and 19 instances incorrectly predicted as positive. This indicates 

that the model has challenges in distinguishing neutral sentiment from other sentiments, which could be due to the 

similarity of words or phrases in neutral text with other classes.  

 

DISCUSSIONS 

The findings of this research demonstrate that the Support Vector Machine (SVM) method, when optimised 

with Particle Swarm Optimisation (PSO), is capable of enhancing the precision of sentiment analysis on Tapera 

policy on Twitter. The model demonstrates a high degree of accuracy, with a 85% success rate and an AUC (Area 

Under Curve) value of 0.84. This indicates a reliable capacity to distinguish between positive, negative, and neutral 

sentiments. The results of this analysis align with those of previous studies, such as that conducted by Arsi et al. 

(2021), which demonstrated that PSO optimisation can enhance the efficacy of the SVM algorithm in text 

classification. Nevertheless, the model's performance in the neutral sentiment category remains suboptimal (recall 

0.56), indicating the difficulty in capturing the distinctive contextual patterns associated with neutral sentiment. 

A comparison with related research demonstrates that lexicon-based approaches and traditional algorithms, 

such as Naive Bayes, frequently encounter limitations in their ability to process text with complex contextual 

nuances. The application of SVM optimised with metaheuristic algorithms such as PSO provides a more effective 

solution for improving classification accuracy. 
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A limitation of this study is the data coverage, which is derived exclusively from Twitter and may not fully 

reflect the overall public opinion. Additionally, the model has not fully captured the nuances of ambiguous 

sentiment, particularly in the neutral category. To enhance future analysis results, advanced approaches, such as 

the integration of deep learning models, are necessary. 

 

CONCLUSION 

This study successfully demonstrated that the combination of SVM and PSO methods represents an effective 

approach to the analysis of public sentiment towards the Tapera policy on Twitter. The model achieved an accuracy 

of 85% and an AUC value of 0.84, indicating an excellent performance in classifying sentiment. This research 

contributes a sentiment analysis model that can be used to evaluate other public policies. However, further 

development is needed to improve the performance on the neutral sentiment category and expand the data coverage 

to reflect a wider range of public opinion. 
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